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Cover:
Figure on the right is the High Voltage Engineering Europe 2.0 MV Medium Current 
Plus   TandetronTM accelerator providing 2.5 MeV protons which is situated in Surrey 
Ion Beam Centre. It is taken from Figure 1(a) of the article Ion Beam Elemental 
Analysis of Doped SiO2 Optical Fibre and Its Thermoluminescence Response When 
Irradiated with Proton—research work undertaken by scientists from the University 
of Technology Malaysia  and the University of Surrey, Guildford, U.K. (pp. 15–21).  

Figure on the top left of the cover shows skeletons of simulated flood from an 
article which describes characterization of skeletons of simulated droughts and flood 
of water bodies (Figure 5, pp. 68). Subsequent designs shown below are from Figures 
6 and 4 of the first research article of this issue—Ex-vivo Differentiation of Stem Cells 
from Human Extracted Deciduous Teeth into Bone Forming Cells which describes 
the isolation of mesenchymal stem cells derived from extracted deciduous teeth and 
differentiate them into osteoblast and identifies the molecular characterization of the 
differentiated cells by using reverse transcriptase PCR (RT-PCR) analysis. 
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The Academy of Sciences 
Malaysia (ASM)
The Academy of Sciences Malaysia (ASM) was 
established, under the Academy of Sciences Act 1994 
which came into force on 1 February 1995, with 
the ultimate aim to pursue excellence in science. 
Thus the mission enshrined is to pursue, encourage 
and enhance excellence in the field of science, 
engineering and technology for the development of 
the nation and the benefit of mankind.

The functions of the Academy are as follows:

 • To promote and foster the development of science, 
engineering and technology

 • To provide a forum for the interchange of ideas 
among scientists, engineers and technologists

 • To promote national awareness, understanding and 
appreciation of the role of science, engineering 
and technology in human progress

 • To promote creativity among scientists, engineers 
and technologists

 • To promote national self-reliance in the field of 
science, engineering and technology

 • To act as a forum for maintaining awareness on the 
part of the Government of the significance of 
the role of science, engineering and technology 
in the development process of the nation and 
for bringing national development needs to 
the attention of the scientists, engineers and 
technologists

 • To analyse particular national problems and identify 
where science, engineering and technology can 
contribute to their solution and accordingly to 
make recommendations to the Government

 • To keep in touch with developments in science, 
engineering and technology and identify those 
developments which are relevant to national 
needs to bring such developments to the 
attention of the Government

 • To prepare reports, papers or other documents 
relating to the national science, engineering 
and technology policy and make the necessary 
recommendations to the Government

 • To initiate and sponsor multi-disciplinary 
studies related to and necessary for the better 
understanding of the social and economic 
implications of science, engineering and 
technology

 • To encourage research and development and 
education and training of the appropriate 
scientific, engineering and technical man 
power

• To establish and maintain relations between the 
Academy and overseas bodies having the same or 
almost similar objectives in science, engineering 
and technology as the Academy

• To advise on matters related to science, engineering 
and technology as may be requested by the 
Government from time to time; and

• To carry out such other actions that are consistent 
with the 1994 Academy of Sciences Act as may be 
required in order to facilitate the advancement of 
science, engineering and technology in Malaysia, 
and the well being and status of the Academy.

The Academy is governed by a Council. Various 
Working Committees and Task Forces are charged with 
developing strategies, plans and programmes in line 
with the Academy’s objectives and functions.

The functions of the Council are:

• To formulate policy relating to the functions of the 
Academy

• To administer the affairs of the Academy
• To appoint such officers or servants of the Academy 

as are necessary for the due administration of the 
Academy

• To supervise and control its officers and servants
• To administer the Fund; and
• To convene general meetings of the Academy to 

decide on matters which under this Act are required 
to be decided by the Academy.

The Academy has Fellows and Honorary Fellows. The 
Fellows comprise Foundation Fellows and Elected 
Fellows. The Academy Fellows are selected from the 
ranks of eminent Malaysian scientists, engineers and 
technocrats in the fields of medical sciences, engineering 
sciences, biological sciences, mathematical and physical 
sciences, chemical sciences, information technology 
and science and technology development and industry.

The Future 

Creativity and innovation are recognised the world over 
as the key measure of the competitiveness of a nation. 
Within the context of K-Economy and the framework 
of National Innovation System (NIS), ASM will 
continue to spearhead efforts that will take innovation 
and creativity to new heights in the fields of sciences, 
engineering and technology and work towards making 
Malaysia an intellectual force to be reckoned with.
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Stem cells are primal cells, common to all multi-cellular 
organisms, that retain the ability to renew themselves 
through cell division (self-renewal) and can differentiate 
into a wide range of specialized cell types (pluripotential). 
A population of putative post-natal stem cells in human 
dental pulp, dental pulp stem cells (DPSCs) have been 
identified. The most striking feature of DPSCs is their 
ability to regenerate a dentin-pulp-like complex that is 
composed of mineralized matrix with tubules lined with 
odontoblasts and fibrous tissue containing blood vessels in 
an arrangement similar to the dentin-pulp complex found 
in normal human teeth (Gronthos et al. 2000). Previous 
studies have demonstrated that, like osteoblasts, pulp cells 
express bone markers such as bone sialoprotein, alkaline 
phosphatase, type I collagen, and osteocalcin (Gronthos  
et al. 2000; Shiba et al. 1998). Their differentiation is 
regulated by various potent regulators of bone formation, 
including members of the TGFß superfamily and cytokines 
(Gronthos et al. 2000; Buchaille et al. 2000). The similarity 
of the gene expression profiles between DPSCs and 
precursors of osteoblasts, bone marrow stromal stem cells 
(BMSSCs) has been reported (Onishi et al. 1999).  Recently, 
stem cells and the dental pulp have shown to have potential 
roles in dentine regeneration and repair (Sonoyama  
et al. 2006). The objectives of this study were to isolate 
mesenchymal stem cells (MSCs) derived from extracted 

deciduous teeth and differentiate them into osteoblast and to 
identify the molecular characterization of the differentiated 
cells by using reverse transcriptase PCR analysis. 

MATERIALS AND METHODS

Tooth Sampling 

The teeth were obtained from patients aged between 4 to 
7 years old attending dental clinics or undergoing dental 
surgery. Prior to the tooth collection, the Ethical Committee 
and the Internal Review Board of Universiti Sains Malaysia 
had approved this study and all samples were obtained 
under approved guidelines. The sample size calculation 
using PS software (Dupont & Plummer 1997) was based 
on comparing two means (Insulin-like growth factor 2 and 
Discoidin domain tyrosine kinase) from DPSCs, in order to 
detect the difference of 1 unit (IGF-2) with 80% power and 
alpha of 0.05. Eleven teeth were needed in this study [SD 
was estimated as 0.8, the ratio between 2 factors was 1:1 
(m=1)] (Shi et al. 2001). About 11 deciduous teeth were 
extracted from children aged 4–5 years under sterile surgical 
procedure. Only teeth either free from cavities and caries 
or with minor decay were selected. Three teeth fractured 
during sectioning leaving 8 teeth to be processed and used 

Ex-vivo Differentiation of Stem Cells from Human 
Extracted Deciduous Teeth into Bone Forming Cells
S.N. Fazliah1*, S. Jaafar1, S. Shamsuddin2, Z. Zainudin2, A.B. Hilmi1, A.R. Razila1 and S.F. Abdullah1

Stem cells from human extracted deciduous teeth (SHED) have the ability to multiply much faster and double 
their population in culture at a greater rate, indicating that it may be in a more immature state than other type 
of adult stem cells. Mesenchymal stem cells (MSC) from human primary molars were isolated and cultured 
in media supplemented with 20% fetal bovine serum. The MSCs were confirmed using CD 105 and CD 166 
and the identification of the osteoblast cells were done using reverse transcriptase polymerase chain reaction 
(RT-PCR) analysis. Differentiated osteoblast cells (DOC) were characterized by alkaline phosphotase and 
von Kossa staining followed by immunocytochemistry staining using osteocalcin and osteonectin antibodies. 
Further validation of SHED was done by RT-PCR to detect the presence of insulin-like growth factor 2 (IGF-2) 
and discoidin domain tyrosine kinase-2 (DDTK-2) transcripts, while the presence of Runx-2 mRNA was used 
to characterize DOC. The results showed that SHED was found positive for CD 105 and CD 166 and could 
differentiate into osteoblast, bone forming cells. The findings revealed the presence of distinct MSC population 
which had the capability to generate living human cells that could be a possible source for tissue engineering 
in the future.

Key words: human dental pulp, stem cells; extracted deciduous teeth, mesenchymal stem cells, von Kossa 
staining, alkaline phosphatase
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in this study. After the extraction procedure, the tooth was 
immediately washed with normal saline and placed into a 
container containing Hank’s Balance Salt Solution (HBSS) 
(to preserve the tissues from degradation), supplemented 
with 1% (v/v) Penicillin-Streptomycin (antibiotic) 
(GibcoTM, Invitrogen, USA), 5% (v/v) Fetal Bovine Serum 
(FBS) (protein supplement) (GibcoTM, Invitrogen, USA), 
Fungizone (antifungal) (BioWhittakerTM, Cambrex, USA) 
and Gentamycin (antibacterial) (GibcoTM, Invitrogen, 
China). 

Dissection of Tissue and Cell Culture

Within 24 hours, the tooth was cut at the enamel-cementum 
junction (CEJ) using a hard tissue material cutter (Exakt 
300, Exakt Apparatebau GMBH & Co. KG, Germany). 
The sectioned tooth was then briefly immersed in 75% 
(v/v) ethanol (Merck, Germany) followed by immersion in 
Dubecco’s Phosphate Buffered Saline (DPBS) (GibcoTM, 
Invitrogen, USA) and placed in a beaker containing DPBS 
(GibcoTM, Invitrogen, USA), treated with Penicillin-
Streptomycin (GibcoTM, Invitrogen, USA) before extraction 
of the dental pulp in a class II safety biocabinet (Delta 
Series, Labconco, USA).  

Sterile tissue forceps and medium size barb roaches 
were used when extracting the dental pulp tissue which 
was later transferred into 15 ml tubes containing PBS 
and penicillin-streptomycin and centrifuged at 1200 
r.p.m. (Hettichzentrifugen, Germany) for 5 min. The 
supernatant was discarded and the tissues were digested 
using digestive solution containing 3 mg/ml of Collagenase 
Type 1 (GibcoTM, Invitrogen, Germany) and 4 mg/ml of 
Dispase (GibcoTM, Invitrogen, Germany) in a humidified 
atmosphere at 37ºC with 5% CO2 incubator (Thermo 
Forma, USA) for 1 h. A 70 μm cell strainer was used to 
disaggregate the digested and undigested pulp tissue.  
The digested tissue were put into 50 ml tubes and 
centrifuged (Hettichzentrifugen, Germany) at 2000 r.p.m. 
for 5 min. The supernatant was discarded and then 1 ml 
culture medium was added into the tube, the residue was 
resuspended and then poured into T-25 culture flasks 
(Nunc, Denmark). 

To propagate the pulp cells, 4 ml of culture medium 
were added into the flask. Culture medium containing alpha 
Modified Eagle’s Medium ( MEM) (BioWhittakerTM, 
Cambrex, USA) supplemented with 20% (v/v) FCS 
(Gibco), 100 mM L-ascorbic acid 2-phosphate (Stem 
cell Technologies, Canada), 200 mM L-glutamine 
(GibcoTM, Invitrogen, Japan) and 5000 units/ml penicillin/  
streptomycin (GibcoTM, Invitrogen, Germany) was added 
and then it was incubated in a humidified atmosphere at 
37ºC with 5% CO2 (Thermo Forma, USA). After 24 hours, 
non-adherent cells were removed. The adherent cells were 
washed vigorously twice with PBS to remove adherent 
debris. Subsequently, fresh complete medium was added. 

The medium was replaced every 3 to 4 days. Observations 
were made at day 0, 1, 5 and 15.

Characterization of SHED by Immunocytochemistry 

Immunostaining was performed by biotin-strepavidin-
horseradish peroxidase (HRP) complexed antibodies to 
detect primary antibodies. SHED early passages and hMSC 
(human Mesenchymal Stem Cells) (Cambrex, USA) were 
placed in 4-well chamber slides (Nunc, Denmark) with 
density of 4  104 cells per well. After two days of culture 
in growth medium, the cells were fixed in absolute cold 
methanol (Merck, Germany) at 0ºC for 20 min. A blocking 
reagent (Dakocytomation, USA) was added and the cells 
were incubated with primary antibodies overnight. Mouse 
monoclonal anti-human endoglin (CD105) (Chemicon, 
USA) with dilution 1:25 was added to the positive control 
of hMSC and SHED. Similarly, mouse monoclonal 
antihuman CD166 (DakoCytomation, USA) with dilution 
1:50 was added to the positive control of hMSC and 
SHED. Meanwhile for the negative control, SHED were 
incubated with rabbit immunoglobulin fraction (normal) 
with dilution 1:25 (DakoCytomation, Denmark). For 
the negative control, SHED were incubated with rabbit 
immunoglobulin fraction (normal) with dilution 1:50 
(DakoCytomation, Denmark). The primary antibodies were 
detected by immunoperoxidase diaminobenzidine (DAB) 
secondary detection system (Dakocytomation, USA).  

Characterization of SHED by RT-PCR 

Reverse Transcriptase-PCR (RT-PCR) was used to identify 
and quantify the specific mRNA of cells. SHED early 
passages and hMSC (Cambrex, USA) were cultured using 
growth medium in T-75 flask and harvested after the cells 
were 100% confluent. Total cellular RNA was isolated as 
according to the manufacturer’s instructions. Amplification 
of gene performed by one step RT-PCR and mastermix 
were prepared according to the recommendations by the 
manufacturer (RNeasy®, Qiagen, Germany). The PCR 
products were separated by gel electrophoresis using 1.5% 
agarose gel (1st Base, Malaysia) at 150 volt for 35 minutes 
(Elite 300, Wealtec, USA). The bands of stained gel (Sybr® 
Green, Applied Biosystem, USA) were visualized by ultra-
violet illumination (UV trasilluminator, Wealtec, USA) 
and images were captured using AlphaEaseFC™ (Alpha 
Innotech, USA). 

As a stem cell marker, genes that were used to characterize 
SHED were insulin-like growth factor-2 (IGF-2) and 
discoidin domain tyrosine kinase-2 (DDTK-2) while 
glyceraldehyde-3-phosphate dehydrogenase (GAPDH) was 
used as a housekeeping gene. The sequences of the primers 
used for RT-PCR are shown in Table 1. Total cellular RNA 
isolated from hMSC (Cambrex, USA) was also used as the 
positive control for cell type; for the negative control, a 
blank was used. 
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Differentiation of SHED into Osteoblasts 

SHED can be differentiated into osteoblasts using osteogenic 
medium (Jaiswal et al. 1997). To induce osteogenesis, 
medium was prepared by supplementing  alpha modification 
Eagle’s medium (BioWhittakerTM, Cambrex, USA) with 
20% (v/v) FBS (Gibco, USA), 10 nM Dexamethasone 
(Sigma Aldrich, Germany), 0.2 mM L-ascorbic acid 
2-phosphate (Stem cell Technologies, Canada), 200 mM 
L-glutamine (Gibco, Japan ), pretreated with 5000 units/
ml penicillin/streptomycin (Gibco, Japan) and 3.5 mM 
β-Glycerophosphate (Sigma Aldrich, Germany). Once the 
MSC approximately reached a confluent of 80% to 90%, 
osteogenic medium was added and the cells were incubated 
in a humidified atmosphere at 37 °C with 5% CO2. The 
medium was changed every 3 to 4 days. Observations were 
made at day 7, 14 and 21.

Characterization of Differentiated Osteoblast Cells 
from SHED Using Alkaline Phosphatase Staining

Alkaline phosphatase (ALP) activity of cells was evaluated 
by alkaline phosphatase staining. ALP activity staining 
could be visualized stained red after being exposed to the 
incubation medium. The cultures were assessed by this 
technique on day 7, 14 and 21 of induction. The SHED 
early passages, hMSC (Cambrex, USA)  and osteoblast 
cells (Cambrex, USA) were seeded in 6-well plates (Nunc, 
Denmark) at a density of 4  104 cells per well. Osteogenic 
medium was added to the osteoblast cells, the positive control 
hMSC and SHED after the cells were 80%–90% confluent. 
For the negative control, the SHED were cultured in growth 
medium. The cultures were fixed in cold methanol (Merck, 
Germany) for 20 min. Incubating medium containing  
0.2 M Tris EDTA solution (Sigma Aldrich, Switzerland), 
0.1 M hydrochloric acid (HCL) (Merck, Germany), distilled 
water, 4% (v/v) new fuchsin (Sigma Aldrich, Germany), 
4% (w/v) sodium nitrate (Sigma Aldrich, Germany) and 
naphthol phosphate (Sigma Aldrich, Germany) was added 
for 15 min. For background staining, hematoxylin was used 
and the cells were mounted (R&M Chemicals, UK). The 

ALP staining results were analyzed by an image analyzer 
(Zeiss, Germany) with images captured by a digital camera 
(Nikon E 4500, Japan). 

Characterization of Differentiated Osteoblast Cells 
from SHED Using Von Kossa Staining

Von Kossa staining enabled the demonstration of the 
deposits of calcium or calcium salt which were stained 
black after being treated with silver nitrate. The cells 
were assessed by this technique on day 7, 14 and 21 of 
induction. The SHED early passages, hMSC (Cambrex, 
USA) and osteoblast cells (Cambrex, USA) were seeded in 
6-well plates (Nunc, Denmark) at a density of 4  104 cells 
per well. Osteogenic medium was added to the osteoblast 
cells, the positive control hMSC and SHED after the cells 
were 80%–90% confluent. For the negative control, the 
SHED were cultured in growth medium. The cultures 
were fixed in cold methanol (Merck, Germany) for 20 
min, covered with 5% (w/v) silver nitrate (Sigma Aldrich, 
Germany) solution and kept under a 100–600 watt light 
for 1 h and then counterstained with 1% (w/v) neutral red 
(Merck, Germany). After washing, the slides were dried 
and mounted (R&M Chemicals, UK). Mounting the slides 
prolonged the viewing time of the sample. The Von Kossa 
staining results were analyzed by an image analyzer (Zeiss, 
Germany) with images captured by a digital camera (Nikon 
E 4500, Japan).

Characterization of Differentiated Osteoblast Cells 
from SHED using Immunocytochemical Analysis

For differentiated osteoblast characterization, immuno-
staining was performed by biotin-strepavidin – horseradish 
peroxidase (HRP) complexed antibodies to detect primary 
antibodies. The cultures were assessed by this technique on 
day 7, 14 and 21 of induction. Seeding at 4  104 SHED 
early passages, hMSC (Cambrex, USA) and osteoblast  
cells (Cambrex, USA) were placed in 4-well chamber  
slides (Nunc, Denmark). After the cells were 80%–90% 
confluent, osteogenic medium was added to all cultures. 

Table 1. Sequences of RT-PCR primers for analysis of differentiation specific gene expression.

Genes Primer sequences Size (bp)

Housekeeping gene
   GAPDH Sense: 5’-cccatcaccatcttccagga-3’  631
 Antisense: 5’-cccatcaccatcttccagga-3’
SHED specific gene 
   IGF-2 Sense: 5’-ctctccgtgctgttctctcc-3’  196
 Antisense: 5’-cgggccagatgttgtacttt-3’
DDTK-2 Sense: 5’-caagaacagccctattccca-3’  231
 Antisense: 5’-caagaacagccctattccca-3’
Bone specific genes
   Runx-2 Sense: 5’-atgcttcattcgcctcacaaac-3’  294
 Antisense: 5’-ccaaaagaagttttgctgacatgg-3’
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The cells were fixed in absolute cold methanol at 0ºC for 
20 min. Blocking reagent (Dakocytomation, USA) was 
added and all cells were incubated with primary antibodies 
overnight. The rabbit polyclonal anti-human osteonectin 
(Chemicon, USA) at a dilution of 1:500 was added to the 
osteoblast cells, the positive control of induced hMSC 
and induced SHED. Meanwhile, for the negative control, 
induced SHEDs were incubated with rabbit immunoglobulin 
fraction (normal) (DakoCytomation, Denmark) at a 
dilution of 1:500. Similarly, mouse monoclonal anti-human 
osteocalcin (Zymed Laboratories, USA) at a dilution of 
1:500 was added to the osteoblast cells, the positive control 
of induced hMSC and induced SHED. Meanwhile, for the 
negative control, induced SHED were incubated with rabbit 
immunoglobulin fraction (normal) (DakoCytomation, 
Denmark) at a dilution of 1:500. The primary antibodies 
were identified by immunoperoxidase DAB secondary 
detection system (Dakocytomation, USA).

Characterization of Differentiated Osteoblast Cells 
from SHED Using RT-PCR 

For differentiated osteoblast characterization, osteoblast 
cells (Cambrex, USA), SHED and Hela cells (Cambrex, 
USA) were grown in T-75 flasks (Nunc, Denmark) 
using growth medium. Osteogenic medium was added  
to the osteoblasts and SHED after the cells were  
80%–90% confluent. The cultures were harvested at  
day 7, 14 and 21 and then were kept in RNA stabilization 
solution (RNAlater, Ambion, USA) before the extraction 
of RNA.   

For RNA extraction, total cellular RNA was isolated by 
Prefect RNATM Eukaryotic, Mini (Eppendorf, Germany) 
according to the manufacturer’s instructions. The purity 
of total cellular RNA was evaluated by measuring the 
absorbance at 260nm (A260) and 280nm (A280) using a 

spectrophotometer (Biophotometer, Ependorf, Germany). 
Absorbance reading at A260 measured the RNA concentration 
and it had to be greater than 0.15 to be significant. The 
integrity of total RNA for differentiated osteoblast cells 
was assessed by 1% (w/v) agarose gel electrophoresis at 
100 Volt for 60 min. The 28 S and 18 S bands were seen at 
5000 bp and 3000 bp RNA ladder (New England Biolabs, 
UK).   

Amplication of target gene was performed by one 
step RT-PCR and the mastermix was prepared according 
to the recommendations by the manufacturer (RNeasy®, 
Qiagen, Germany). The PCR products were separated by 
gel electrophoresis using 1.5% (w/v) agarose gel (1st Base, 
Malaysia) at 150 Volt for 35 min (Elite 300, Wealtec, USA). 
The bands of stained gel (Sybr® Green, Applied Biosystem, 
USA) were visualized by ultraviolet illumination (UV 
trasilluminator, Wealtec, USA) and the images were 
captured using AlphaEaseFCTM (Alpha Innotech, USA). 
The mRNA expression of Runx-2 was used as the biomarker 
for differentiated osteoblast cells and GAPDH was used as 
the housekeeping gene (Table 1). Sequencing was done by 
sending the samples to 1st Base (Malaysia) to verify each 
of the amplified genes. 

RESULTS   

Adherent cells grown on culture flasks displayed the typical 
morphology of SHED. These attached cells were dental 
pulp stem cells as the culture medium promoted prompt 
proliferation only to SHED. The colonies were seen to 
arise from single cells and contained both spindle shaped 
cells and large flat cells, they became colonies and later the 
primary cultures were grown to a confluence of between 
80% to 100% before being trypsinized and then passaged 
into T-75 flasks for further applications (Figure 1). 

 

  

CD 105  
(Endoglin)  
 
 
 
 
 
 
 
CD 166  

(ALCAM)  

Positive control  SHED  Negative control  

 

      1          2           3          4          5          6          7            8          9         10         11      12  
GAPDH  IGF- 2  DDTK- 2  

100

200

700

1000

    

a b c

d e f

                       Day 0                        Day 2       Day 14

Figure 1. On day 0, the digested dental pulp including fibroblast, mesenchymal cells and macrophages were seen floating inside 
the flask at this early stage. On day 2, small rounded and a spindle shaped cell was seen attached to the flask and at day 14, the 

spindle-shaped cells have become 80% confluent ( 40).
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Immunophenotyping and Genotypic Characterizations 
of SHED 

The characterization of SHED by immunocytochemistry 
using CD166 and CD105 showed that SHED was positive 
for both antibodies against human antigen CD105 and CD 
166 (Figure 2). The characterization of SHED by RT-PCR 
analysis showed that expressions of DDTK-2 and IGF-2 
were revealed on SHED (Figure 3).

Phenotypic and Genotypic Characterizations of Diff- 
erentiated Osteoblast Cells from SHED

Differentiation of SHED into osteoblast showed that 
on day 7 the cells remained in spindle shape as SHED. 
The morphology of these cells had changed to cuboidal 
or polygonal on day 14 and finally mineralization was 
observed on day 21 (Figure 4).

For the characterization of differentiated osteoblast 
cells from SHED, the ALP activity as marker for early 
osteogenic differentiation showed it was strongly expressed 
on day 7 as compared to day 21 for differentiated osteoblast 
cells (DOC), induced hMSC and osteoblast cells. Non-
differentiated osteoblast cells (non-DOC) showed no red 
stain (Figure 5). 

Von Kossa staining was used as a marker for late 
osteogenic differentiation. Mineralization was observed 
when calcium phosphate deposits were demonstrated in 
black stained by Von Kossa assay which were obviously 
observed on day 21 in DOC. However, mineralization was 
not found on non-DOC (Figure 6).

The characterization of differentiated osteoblast cells 
using osteonectin (ON) showed that after an overnight 
incubation, ON expression was demonstrated in a brownish 
colour. The ON expression on DOC, positive control of 
hMSC and osteoblast cells were strongly expressed on day 
7 and 14 as compared to day 21 where the ON expression 
had decreased. No ON expression was detected on negative 
control (Figure 7).

Osteocalcin (OC) was used as a marker for late 
osteogenesis and its expression was assessed on days 7, 14, 
and 21 for each cell type. After overnight incubation, OC 
expression was demonstrated as a brownish colour. The OC 
expression on DOC, positive control hMSC and osteoblast 
cells were strongly expressed on day 21 as compared to day 
7 where the expression was low. No OC expression was 
detected on control negative (Figure 8).  

Characterization of differentiated osteoblast cells 
by RT-PCR analysis using Runx-2 mRNA as marker 
showed that the test had revealed mRNA expression of  
GAPDH as a housekeeping gene and Runx-2 on DOC 
(Figures 9–10). 

DISCUSSION

Stem cell could be obtained from tooth components such as 
permanent tooth pulp (Laino et al. 2006; Shi et al. 2001), 
periodontal ligament (Shi et al. 2001) and exfoliated 
deciduous tooth (Miura et al. 2003). The utilization of 
SHED had advantages besides its availability and quality 
for research. Less ethical and devotional issues have 
arisen subsequent to using SHED in research rather then 
embryonic stem cells or other adult stem cells, the usage 
of which proved controversial and the cells could actually 
also promote nerve cell survival (Nosrat et al. 2004). Some 
researchers  had shown the potential of injecting dental 
pulp-derived MSC into brain cells as a possible cell-based 
therapy for neurodegenerative diseases such as Parkinson’s 
and treatment for spinal cord injuries (Nosrat et al. 2004) 
while others have shown that stem cells from permanent 
tooth have the ability to produce dentin or pulp-like 
complex (Gronthos et al. 2000). Hence, research on stem 
cells from tooth would in turn benefit clinicians and health 
policy makers for treating neurological and tooth disease 
and implementing genetic modification of stem cells to 
produce therapeutic agents.

The dissection of a tooth must be done within 24 h to 
avoid prolonged exposure to the transport medium which 
might be infected by bacteria and fungi during tooth 
collection. Moreover, the tooth itself actually could have 
conferred the contamination. The extraction of dental pulp 
tissue from a sectioned tooth had to be done immediately 
after dissection to maintain the vitality of the tissue.  

The molar and incisor deciduous teeth in this study were 
collected from very young children with the aim of yielding 
a very highly proliferative cell population that would be 
vigorously ready to differentiate. The most important factor 
to consider was whether the proliferation and differentiation 
of undifferentiated MSC reduced with age. Umbilical cord 
blood (UCB) has been claimed as an excellent alternative 
source of MSC because the cells contained in UCB can be 
considered as “very young” (Lee et al. 2004) and it had 
been demonstrated that the number and the differentiating 
potential of bone marrow mesenchymal cells decreased with 
age (D’Ippolito et al. 1999). Others had claimed that the 
MSC differentiation capacity to osteoblasts and adipocytes 
was maintained irrespective to donor age (Justesen et al. 
2002). That study had demonstrated the outstanding source 
of MSC from deciduous teeth considering the availability 
and quality of research, and the avoidance of the ethical 
and devotional issues. In fact, in older pulp from permanent 
teeth, the number of undifferentiated mesenchymal cells 
might diminish, which might also reduce the regenerative 
potential of the pulp (Hargreaves & Goodies 2002). 

The proliferation of cells demonstrated that the adherent 
cells obtained from SHED had a durable, self renewing 
capability and under an osteogenic medium, they were 
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Figure 2. SHED (b, e) was found positive for both CD 105 and CD 166, which was consistent with findings for human bone marrow 
mesenchymal stem cells(a, d). No expression was detected on the negative control cells (c, f) ( 40). 

Lane 1,5, 9  = 100 bp ladder; Lane 2,6,10  = SHED; Lane 4,8,12  = No cells; Lane 3,7,11  = hMSC
         

Figure 3. The characterization of stem cells using IGF-2 and DDTK-2. The mRNA levels of each gene were amplified at 196 bp and 
231 bp. PCR products were separated on 1.5% (w/v) agarose gel at 150 volt for 35 min.
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able to differentiate into bone-forming osteoblast. This was 
proven in our results by ALP and von Kossa staining.  This 
characterization capability of MSC had been observed in 
human placenta (Fukuchi et al. 2004) and in human bone 
marrow and permanent teeth (Gronthos et al. 2000). MSC 
derived from dental pulp exhibited a higher proliferation 
rate as compared to MSC derived from bone marrow in 
vitro (Gronthos et al. 2000).  MSC, as with other progenitor 
cells, grew in three phases with an initial lag phase (3 to 4 
days) followed by rapid expansion and then a subsequent 
stationary phase (Bruder et al. 1997; Colter et al. 2001). 
This study demonstrated that single cells on day 1 became 
colonies on day 5 and then 80% to 100% confluence was 

rapidly achieved between day 21 to 28 (Figure 1). The 
stationary phase which is depletion of growth, was not 
determined because in our study, only early culture of 
cells from third to sixth passages had been selected for 
differentiation since proliferation was reduced with old 
cells.  

MSC initially consisted of three colonies: spindle shape 
cells (Bruder et al. 1997; Colter et al. 2001; Lee et al. 2005); 
large flat cells (Bruder et al. 1997; Colter et al. 2001) and 
small round cells (Colter et al. 2001). Our results (Figure 
1) demonstrated that during day 0, single round cells were 
clearly seen. The cells changed their morphology to spindle 
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Figure 4. The differentiated cells remain in spindle shape as SHED on day 7 but the morphology of these cells changed to cubodial 
or polygonal on day 14 and finally mineralization was observed on day 21 ( 40).

Figure 5. Characterization of differentiated osteoblast cells by ALP staining viewed at 100. Sites of ALP activity was 
demonstrated by the red stain. ALP activity was higher at day 7 and gradually decreased.
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Figure 6. Characterization of differentiated osteoblast cells by von Kossa staining viewed at 100.  
Calcium deposits were seen by black deposit accumulation on day 21.

Figure 7. Characterization of differentiated osteoblast cells by immunocytochemistry staining using ON antibody viewed at 100. 
The ON expression was demonstrated in brown. The ON was expressed strongly in differentiated osteoblast at day 7 and 14 

(darker intensity showed increased expression). 
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Figure 8. Characterization of differentiated osteoblast cells by immunocytochemistry staining using OC antibody viewed at 100. 
The OC expression was demonstrated in brown. OC was expressed strongly in differentiated osteoblast at day 21(darker intensity 

showed increased expression).

Lane 1 = 100 bp ladder; Lane 2 = Osteoblast cells ; Lane 3 = DOC day 7; Lane 4 = DOC day 14; Lane 5 = DOC day 21;  
Lane 6 = Cervical cancer cells

Figure 9. RT-PCR analysis of GAPDH. As a house keeping gene, GAPDH was clearly detected on osteoblast cell, Hela cells and all 
time frames of DOC cultures at 631 bp. PCR products were separated on 1.5% (w/v) agarose gel at 150 volt for 35 min.
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shape on day 1 and large flat cells were clearly seen on day 
5. Only spindle shape and large flat cell morphology could 
be seen once the cells had confluenced. Similar morphology 
can be observed in human MSC isolated from bone marrow 
(Colter et al. 2001). 

Phenotypic and genotypic characterizations of 
dental pulp stem cells and differentiated osteoblast 
cells were demonstrated by cytochemical staining, 
immunocytochemistry and RT-PCR analysis. Immuno-
cytochemistry had many advantages over other biochemical 
tests. It was specific, sensitive, flexible and cost-effective. 
The interpretation of other histological staining patterns  
such as Florescence in-situ hybridization (FISH) was a  

highly skilled task requiring a great deal of experience 
combined with intuition and deduction. Using immunological 
reagents however, the particular characteristic of a  
different protein could be highlighted as it appeared  
distinct, different proteins were regarded as different 
antigen. The presence of any antigen could be determined 
by an antibody reagent which was specific for that  
antigen. Antibody titre and dilutions as well as  
incubation time, and temperature were tightly interwoven 
with their effect on the quality of immunocytochemical 
staining. 

The ability to isolate pure and intact RNA is essential in 
the study of gene expression and transcription. That is the 

 

 

    1                       2                     3                      4                      5                      6 

1500  

500

 

300

 
Approx.  
294 bp  

200  
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Figure 10. RT-PCR analysis of Runx-2. As an osteoblast transcription factor, Runx-2 transcript migrated at 294 bp. PCR products 
were separated on 1.5% (w/v) agarose gel at 150 volt for 35 min.
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reason that we used 100% cells confluent for SHED and 
differentiated osteoblast cells before the cells underwent 
RT-PCR analysis in this study. The difficulty in isolating 
RNA is that ribonucleases (RNase) are ubiquitous, very 
stable and function under a variety of conditions which 
would be unstable for most other enzymes. All protocol 
for RNA isolation use RNase inhibitors or methods that 
can cause cells to be disrupted and become inactive RNase 
simultaneously. The successful isolation of intact RNA 
requires effective disruption of cells, denaturation of 
nucleoprotein complexes, inactivation of RNase activity 
and removal of contaminating DNA and proteins.

Total RNA isolated from SHED and differentiated 
osteoblast cells has firstly to be reversed transcribed into 
complimentary DNA. The process from RNA to DNA is 
called reverse transcription. RT-PCR can be performed 
to detect even a single RNA molecule. PCR has rapidly 
become one of the most widely used techniques in 
molecular biology and for various good reasons. It is a 
rapid, inexpensive and simple means of producing more 
than 10 million copies of a target DNA sequence. 

To characterize cell surface markers, the cluster of 
differentiation prefix CD was used to identify specific 
cell membrane molecules expressed on cells. During the 
proliferation and differentiation process, many T cells 
expressed T-cell receptors (TCR) with antigen recognition 
sites that bind self-antigens. Antigenic surface markers of 
our SHED had been detected by immunocytochemistry 
using CD166 and CD105. MSC was isolated from bone 
marrow and characterized using another MSC surface 
marker including SH2, SH3, CD29, CD71, CD106, 
CD124, CD44 and CD90 antibodies (Pittenger et al. 1999). 
In our study, SHED was found positive for both antibodies 
against human antigen, CD105 and CD166. Both of  
these antibodies strongly reacted with an antigen present 
on MSC and non-hematopoietic progenitor cells. 
Immunophenotypes of MSC found in umbilical cord blood 
(Lee et al. 2005) and dental papilla (Ikeda et al. 2006) 
showed that cultured cells from them were strongly positive 
for CD105 and CD166.  

CD166 is a human activated leukocyte cell adhesion 
molecule (ALCAM). The distribution of cell adhesion 
molecules and substrate adhesion molecules as potential 
control factors in tooth development has been a subject of 
increasing interest (Garant 2003). CD166 is a component 
of the Ig superfamily and is expressed on activated T cells, 
B cells, thymic epithelial cells, fibroblast, keratinocytes 
and neurons. CD166 has been identified as a receptor for 
100 kD ALCAM. The monoclonal CD166 antibody was 
shown to be reactive with an ALCAM antigen present on 
undifferentiated mesenchymal cells, which disappeared 
once the cells embarked upon the osteogenic pathway and 
began to express cell surface alkaline phosphatase (Bruder 
et al. 1997).

CD105 is an epitope present on the transforming growth 
factor-beta receptor endoglin. Endoglin is a transmembrane 
glycoprotein expressed by vascular endothelial cells. It 
functions as an ancillary receptor influencing binding of the 
transforming growth factor beta (TGF-β) family ligands to 
signaling receptors. CD105 is a component of the TGF-β 
receptor system and can bind TGF-β 1 and TGF-β 2. 
CD105 is highly expressed by vascular endothelial cells 
(Garant 2003).  

MSC expressed several transcripts for various growth 
factors and genes indicated to be enriched in stem cells. The 
profile of gene expressions in MSC have been identified 
with their important contribution of extracellular matrixes, 
adhesion molecules, cell motility, TGF-β signaling, 
growth factor receptors, DNA repair, protein folding and 
ubiquination as part of transcriptomes (Silva et al. 2003). 
The transcripts of insulin-like growth factor-2 gene (IGF-2) 
and discoidin domain tyrosine kinase 2 gene (DDTK-2) 
were demonstrated to be present by RT-PCR in the isolated 
SHED. We therefore found that RT-PCR analysis revealed 
the presence of DDTK-2 mRNA and IGF-2 mRNA. It 
has been reported that IGF-2 and DDTK-2 were highly 
expressed in the dental pulp stem cell as compared to 
Collagen Type I α-2 mRNA which also is coded for growth 
factors (Shi et al. 2001).

Human growth hormone (HGH) known as somatotropin 
is a major polypeptide hormone that consists of 191 amino 
acids. It is secreted by the anterior lobe of the pituitary 
gland and promotes the growth of healthy new cells 
by stimulating the release of IGF-1 and IGF-2, which 
influences the metabolism of proteins, carbohydrates and 
lipids and is known as the hormone of youth. 

IGF-2 also known as somatomedin, is an important 
growth factor of HGH. It is a mitogen for many cell 
types and an important modulator of muscle growth and 
differentiation, essential for maintaining organs such as the 
brain/nervous system, liver and kidneys. IGF-2 has been 
used to establish pluripotent cell lines (Takahashi et al. 
1995) and maintain undifferentiated stem cells from the 
inner cell mass in culture (NewMan-Smith et al. 1995; 
Takahashi et al. 1995). IGF-2 stimulated growth and/or 
differentiation and inhibited apoptosis for certain cell types 
including hematopoietic progenitors (Zhang & Lodish 
2004). 

 
A signaling molecule, Discoidin Domain Tyrosine 

Kinase 2 gene (DDTK-2) has been identified in connective 
tissues. DDTK-2 is binded to various collagen proteins as 
their activating ligands and is involved in the regulation of 
cell growth, differentiation, metabolism and proliferation. 
DDTK-2 is a tyrosine receptor expressed in mesenchymal 
tissues (Vogel 1999). The cell rich zone of dental pulp 
tissue has a high density of MSC. Injured odontoblasts are 
replaced by MSC that migrate from the cell rich zone onto 
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the dentin inner surface of teeth (Hargreaves & Goodies 
2002). Teeth and bone are specialized hard tissue which 
closely resemble each other. Bone density is maintained 
by a dynamic balance of bone formation carried out by 
osteoblast and bone resorption by osteoclasts. 

The mineralized components of teeth in addition to 
alveolar bone consist of dentin, enamel and cementum 
secreted by odontoblast, ameloblast and cementoblast 
respectively (Rani & MacDougall 2000). 

Differentiation of mesenchymal cells into osteogenic 
lineage is accompanied by concomitant secretion of a 
complex extracellular matrix which comprised collagen, 
bone sialoprotein, various proteoglycans and other 
proteins that initiate the process of tissue mineralization 
to form calcified bone (Heng et al. 2004). This can be 
seen in five developmental stages such as mesenchymal 
stem cells, osteoprogenitor cells, preosteoblast, osteoblast 
and osteocytes. Osteogenesis is controlled by numerous 
extrinsic factors including hormones and growth factors, 
activated osteoblast specific signaling proteins and 
transcription factors. In our study, characterizations of 
differentiated osteoblast development which were in 
stage four were clearly observed by von Kossa staining, 
immunocytochemistry and RT-PCR. The osteocyte 
developmental stage could only be demonstrated in vivo. 

Proliferation of osteoblastic cells involves the synthesis 
of a bone extracellular matrix and its accumulation and 
maturation is essential to the mineralization process. Once 
the mineralization has been achieved, it can contribute to 
the cease of proliferation (Owen et al. 1990; Stein & Lian, 
1993; Stein & Stein 1995). This study had successfully 
demonstrated that SHED had undergone osteogenesis 
after being induced by the osteogenic medium for 21 
days. Differentiation into osteoblast has provided novel 
therapeutic tools for the future of dentistry. In the field of 
dentistry, dental caries is a dynamic process that involves 
the demineralization and remineralization of tooth structure. 
Once the tooth structure is lost, there are no other material 
that can replace the enamel and dentin but the cavity can 
be filled with restorative material. Hopefully, by using the 
differentiated osteoblast from SHED, we can transplant the 
cells into the suitable recipient and allow for regeneration of 
new enamel and dentin. The cells can synthesize the matrix 
and later undergo mineralization in the coronal pulp. They 
may also stimulate the total closure of the pulp in the root 
canal (Goldberg & Smith 2004). 

Hence, differentiated osteoblast cells could be used as 
bioactive agents to cure caries, oral cancer, correction of 
congenital defects and for the regeneration of teeth and 
tissues to restore oral functions.

 Mineralization was detected by von Kossa staining 
with the accumulation of black deposit which was 

calcium. Abdallah et al. (2006) has succeeded in isolating 
mesenchymal stem cells from human serum which have 
been shown to produce extracellular matrix that corresponds 
to the early stage of mineralization and, they have collected 
serum from young donors during the menstrual period in 
order to avoid large variations of sex hormones in the 
blood. Mineralization of our SHED was successfully 
demonstrated in Figure 4. 

ALP is a membrane bound enzyme that is abundant in the 
early stage of bone formation (Dragoo et al. 2003). During 
the 7 days of induction with osteogenic medium (OM), the 
ALP activity was higher than with cultured cells on day 
21. However, the bone marrow stem cells that had been 
cultured in osteogenic media on day 21 expressed maximal 
levels of ALP activity. This was because the behaviour of 
human bone cell cultures was in agreement with the model 
of osteoblastic differentiation. If osteoblastic differentiation 
was achieved, the formation of a mineralized matrix could 
contribute to the decrease in cell proliferation and increased 
ALP levels had been found to correlate with increase in 
bone formation (Coelho & Fernandes 2000). This study 
provided evidence that ALP activity of osteogenesis from 
human extracted deciduous teeth occurred earlier than 
ALP activity of osteogenesis from human bone marrow as 
mentioned previously (Coelho & Fernandes 2000) because 
on day 7, ALP activity in SHED was strongly expressed as 
compared to day 21. ALP activity was always associated 
with the production of any mineralized tissue, preferentially 
distributed along the apical surface and on cytoplasmic 
processes (Pinero et al. 1995). 

The developmental sequence of bone consists of three 
phases, the proliferation with matrix secretion, matrix 
maturation and matrix mineralization. Each phase is 
characterized by the expression of different genes. The 
proliferation phase consists of cell multiplication, growth, 
maturation and the development of extracellular matrix. 
The second phase, matrix maturation is characterized by 
early osteogenic markers such as ALP, osteopontin (OP) 
and ON. The final stage of progenitor cell development 
into osteogenic lineage is matrix mineralization. Numerous 
markers which were specific to this stage had been used 
including von Kossa staining, bone sialoprotein and 
osteocalcin. Von Kossa staining is specific for calcified 
extra cellular matrix. These three phases were observed in 
stem cells derived from human fat (Dragoo et al. 2003). 

The expressions of ON and OC have been demonstrated 
previously on bone marrow stem cells (BMSC) in vitro 
(Gronthos et al. 2000). They found that ON expressed 
strong staining while OC expressed weak staining in 
BMSCs’ primary culture. These findings showed that ON 
is an early stage marker while OC is a late stage marker 
(Gronthos et al. 2000). Similarly, from our results, OC 
showed strong staining (highly expressed) when the cells 
changed into mineralized tissue. 
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Osteonectin has been proposed to have a role in the 
initiation of mineralization of bone matrix and is formed by 
cells which do not yet possess the morphologic phenotype 
of osteoblast and may be regarded as a differentiation 
marker of the osteoblastic lineage. It is a glycoprotein, 
has calcium-binding properties and is also known to 
be secreted protein, acidic and rich in cysteine. It is 
expressed by osteoprogenitor cells, osteoblast and newly 
formed osteocytes. Numerous cells of soft tissue, such 
as periodontal ligament, fibroblast and endothelial cells 
also produce ON. As a result of its ability to bind various 
collagens and substrate adhesion molecules, ON may have 
a generalized function in a calcium mediated organization 
of extracellular matrices (Young et al. 2003). 

OC is a late bone marker secreted by osteoblast. There 
was a strong OC expression on day 21 as compared to day 
7 (Figure 8). OC, also known as bone Gla protein, is a 
signal terminal for osteoblast differentiation. It is a vitamin 
K and vitamin D-dependent protein. In humans, OC gene 
was located on chromosome 1. OC is a low molecular 
weight protein containing three α-carboxyglutamic acids. 
The role of OC in bone mineralization was supported by 
the observation that osteocalcin mRNA was localized in 
osteoblast and simultaneously in the mineralized bone 
matrix. OC is localized over the mineralized portion of 
bone and in acellular cementum (McKee et al. 1992).

Miura et al. (2003) demonstrated the potential of 
exfoliated deciduous-derived MSC to differentiate into 
mineralized tissues and they found that the core binding 
factor alpha-1 (Cbfα-1), another name for Runx-2, was 
highly expressed in mineralized tissue (Miura et al. 2003). 
We also found that this gene was highly expressed in 
differentiated osteoblast cells (Figure 9).

Runx-2 serves as a master gene to turn on the expression 
of osteocalcin, osteopontin, bone sialprotein and collagen 
synthesis. MSC differentiation into osteogenic cell line is 
preceded by the activation of the Runx-2 gene (Ducy et al. 
1997). 

In conclusion, our SHED cultures showed the presence 
of distinct mesenchymal cells that were highly proliferative 
and capable of differentiating into osteoblast and 
performing its appropriate functions. At the present time, 
concerned parents have already chosen to bank genetic 
material from umbilical cord blood to isolate and store 
living stem cells of their babies. Unfortunately, this choice 
was available only at the time of the child’s birth. Now, 
people have a second chance by storing deciduous teeth 
stem cells. It provides a unique type of insurance, not only 
for the child but also for the entire family, at a reasonable 
cost compared to the storing of umbilical cord blood. 
Stem cell from teeth could be isolated and saved for future 
therapeutic treatment. Autologous banking could be done 
by collecting, processing and cryopreserving stem cells 

obtained from deciduous teeth thus, acting as ‘biological 
insurance’. Hopefully, our research group together with 
private expertise could establish, for the first time in 
Malaysia, a dental pulp stem cell bank.
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Radiation measurements for medical applications need to 
have a sensitive, robust and high spatial resolution system. 
The interest of the group was to develop and verify the 
performance of commercially produced doped SiO2 optical 
fibre with the view of improving the thermoluminescence 
(TL) yield. The measurements were conducted after 
removing the plastic coating of the optical fibre to allow 
elemental analysis to be done using proton induced X-ray 
emission (PIXE) and Rutherford backscattering (RBS), 
technique on the core of the fibre. 

Thermoluminescence has a well-established record as 
an effective basis for radiation dosimetry, especially in 
radiotherapy. In recent years, there has been interest in  
the use of particles such as protons, neutrons and alpha 
particles as well as heavy-ions and exotic ones such as 
pi-mesons. In the promising field of charged particle 
radiotherapy, there is potential for the use of protons for 
the treatment of tumours near critical structures. However 
in terms of current radiotherapeutic practice, the use of 
radiation types other than photons and electrons remain 
relatively small.

MATERIALS AND METHODS

Sample Preparation

In preparation for irradiation, the outer polymer coating 
of the optical fibre was removed by using a fibre stripper 
(Miller, USA) to allow investigation of the TL yield of 
the fibre core. Following removal of the outer cladding, 
the optical fibre was cleaned by means of a cotton cloth 
containing a small amount of methyl alcohol to completely 
remove any remaining polymer cladding. Subsequently, the 
fibre was cut into 0.5 cm long pieces using an optical fibre 
cleaver (Fujikura, Japan). The mass of each fibre, 0.20 + 
0.02 mg, was measured using an electronic balance (PAG, 
Switzerland). Vacuum tweezers (Dymax 5, Surrey, UK) 
were used for handling and grouping of the TL materials.

Before making any irradiations and subsequent TL 
measurements, the fibres were annealed in an oven in order 
to standardise their sensitivity and thermal history. This 
also removed existing TL signals, established common TL 
sensitivity, and eliminated unstable low-temperature glow 
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Fibre and Its Thermoluminescence Response When 
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This research was focused on the thermoluminescence (TL) response of commercially produced single-mode 
telecommunication optical fibre manufactured by INOCORP (Canada). The fibres were either in the form of 
pure silica (SiO2) or as SiO2 doped with Ge or Al at concentrations appropriate for total internal reflection,  
as required for telecommunication purposes. Each of these INOCORP fibres had a core diameter of  
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peaks. Annealing was performed with the fibres positioned 
in an oven set at 450ºC for the period of 1 h. The fibres 
were retained in an alumina container during this time. 
To avoid thermal stress following the annealing cycle, the 
fibres were left inside the slowly cooling oven for a further 
10 h to finally equilibrate at the temperature of 40ºC. 

Irradiation
 
The samples were made of either (a) pure SiO2 or (b) SiO2 
doped with Al or (c) SiO2 doped with Ge. The fibres were 
taped across the middle to the sample holders. 

Using the microbeam line, 21 samples were irradiated 
with a 2.5 MeV proton beam. The range of exposure times 
was between a few seconds and 7 min. The monitored 
beam current was 40 pA. 

For each irradiation, the beam was scanned across both 
the fibre and the sample holder.  It was necessary to do this 
in order to locate the fibre without irradiating it first, and 
also to prevent charging. The RBS spectra corresponding 
only to the region of the fibres was selected, by using OM_
DAQ software which utilized the Si map.  The integrated 
area of the RBS spectrum was proportional to the charge 
delivered to the sample (assuming the samples had the same 
thickness).  In this work, the integrated area was calculated 
for each fibre. It was proportional to the charge delivered to 
each fibre.  Due to the difficulty in accessing the chamber 

in which this work was carried out, the detector’s solid 
angle was not known accurately and therefore an absolute 
determination of the charge has not been given.  

TL Measurements

The optical fibre’s TL yield was read out by using a Solaro 
TL reader (Vinten TLD, Reading, UK). A N2 atmosphere 
was used to suppress spurious light signals from 
triboluminescence and to reduce oxidation of the heating 
element. During the readout the following parameters 
were used: preheat temperature of 160ºC for 10 s; readout 
temperature of 300ºC for 25 s and heating cycle rate of 
25ºC s–1. Finally, an annealing temperature of 300ºC was 
applied for 10 s to sweep out any residual signal. The TL 
yield obtained was then normalized to a unit mass of the 
particular TL medium. 

Elemental Mapping

The University of Surrey hosted the Engineering and 
Physical Sciences Research Council (EPSRC) national 
ion beam facility. The microbeam facility was based on a 
2.0 MV TandetronTM accelerator (Figure 1). A review of 
the facilities offered by the Surrey ion beam centre was 
covered in detail by Simon et al. (2004). 

In the present investigation, protons with an energy  
of 2.5 MeV were used. For the conducted PIXE and RBS 

 
(a) (b) 

(d) (c) 

  

 Locations of 
three of the 
fibres  
 

 

Figure 1. (a) The High Voltage Engineering Europe 2.0 MV Medium Current Plus TandetronTM accelerator providing  
2.5 MeV protons situated in Surrey Ion Beam Centre; (b) Four rows of doped optical fibres attached to an aluminium plate  

sample holder; (c) Magnified image of fibres on beam line as viewed using a microscope and a monitor display, showing two  
of the fibres ends on; (d) Samples of the optical fibres aligned to the sample position of the microbeam line,  

again showing the sample holder seen in (b) above being readied for proton irradiation.
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analysis, the scanning area was chosen to be 0.5  0.5 
mm2, with a spot size of 3 5 µm2 and a beam current of  
~ 70 pA. The scanning was done over the freshly cleaved 
cross-sectional areas of the optical fibre samples, producing 
a pixel-by-pixel map of the sample elemental composition 
(Figure 2). 

The ion beam facility had two beam lines, a microbeam 
(in vacuum) line and a millibeam (in air) line, the latter 
allowed the study of wet samples. On each line, PIXE could 
be used to analyze a wide range of trace elements. The 
major advantage of the PIXE method was the possibility of 
simultaneous multi-elemental analysis, a shorter time for 
data collection and relatively easier sample preparation. In 
many cases, PIXE analysis might be considered to be non-
destructive.

It is important to note here that the dopant distribution  
at the core and the inner cladding of a single-mode optical 
fibre determined the optical transmission properties of the 
fibre. If the fibre was exposed to high temperature for a 
period of time during its production, then the dopant 
distribution in the affected regions could have been altered 
due to dopant diffusion. Diffusion of germanium in silica 
optical fibre had been observed during splicing, manufacture 
of fused fibre coupler and fibre drawing (Lyytikäinen et al. 
2004).

RESULTS

Determination of Dopant Concentration

Results from this investigation for samples of doped silica 
glass (with dopant concentrations from 0.01mol % up to 33 
mol %), produced using the sol-gel route were compared 
against previous studies. It was found from previous study 
by Yusoff et al. (2005), that the highest TL yield for Al 
and Ge doped fibres was at 4.0 mol% and 0.25 mol%, 
respectively. 

Characteristic X-rays produced during the process 
of PIXE analysis provided information on the relative 
distribution of Ge, Al and Si concentrations. For O2, use was 
made of RBS spectroscopy. It was noted that a significant 
proportion of the impinging protons backscattered from 
the atomic nuclei in the near surface (1 µm to 2 µm) of 
the sample. The backscattered energy of the proton was 
related to the mass of the target element from which the 
ion backscattered. Detection of the characteristic X-rays 
were obtained through the use of the PIXE detector. The 
detector was an e2v (e2v Technologies plc, Chelmsford, 
UK) with a Si(Li) 80 mm2 crystal which was 2.7 mm thick, 
and equipped with a filter against soft X-rays. It had an 
energy resolution of 130 eV, a solid angle approximately 
32 msr mounted at a backscattering angle of 45º to the 

 
(a) (b) 

(d) (c) 

  

 Locations of 
three of the 
fibres  
 

 

                                                   (a) (b)

Figure 2. (a) The copper alignment block that acted as a drain for the beam current. It also allowed the  
use of Cu Rutherford Backscattering Spectrometry as a reference against which O2 data could be compared.  

During proton irradiations for PIXE and RBS analysis, the optical fibres were sandwiched in a parallel orientation  
and held between two custom made copper blocks; (b) Sample positioning was carried out by using a video  
microscope in combination with an alignment laser to ensure that the sample was reproducibly positioned at  

the correct distance from the exit window. The sample was illuminated by using a fibre optic illuminator.  
The sample was mounted on a manual micrometer positioning stage with a total range of movement  

of 20 cm on each axis. Pointed markers were used for easy viewing and to make sure that the  
irradiation was performed on the correct fibres. 
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Figure 3. Selected area of the Pb glass sample for calibration of the PIXE and RBS detectors. 
 

 Figure 4. Fitted RBS spectrum for Pb glass calibration sample. The RBS spectrum determines the charge delivered and also the 
sample thickness. These parameters are used to obtain quantitative results from the PIXE data.
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beam, a 6 μm Be window and a 130 μm Be filter. This 
crystal apparently has a 5 µm Si dead layer. For RBS, the 
backscattered protons were detected through the use of a 
silicon surface barrier detector, which was positioned at 
155º scattering angle (above the beam at an angle of 25º 
to the beam) and provided an approximately 60 msr solid 
angle and an energy resolution of 17 keV.  

 The main uncertainties in the absolute quantification 
of PIXE elemental concentrations were the total deposited 
beam charge and the local matrix composition. The use of 
simultaneous RBS analysis could overcome this problem 

by providing the ratio between the true charge and the 
measured charge (the ‘q factor’). After obtaining the ‘q 
factor’, the PIXE data could be normalized to provide 
an accuracy of 5% – 10% in most cases. Details of the 
acquisition system had been described by Grime and 
Dawson (1995) and Grime (1996).

In the present study, for Al-doped fibres, dopant 
concentrations in the range of 0.98 mol% – 2.93 mol%  
had been estimated, the equivalent range for Ge-doped  
fibres was 0.53 mol% – 0.71 mol%. PIXE and RBS analysis 
also detected the presence of other elements, including  
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Figure 5. Fitted PIXE spectrum for Pb glass calibration sample.  The detector distance has been adjusted, so that the relative 
quantities of each element in the spectrum match the known relative quantities. This gives the solid angle ratio between the two 

detectors in order to obtain quantitative information from the rest of the data.

                                               (a)                          (b) (c)

Figure 6.  (a) In order to obtain quantitative results from these maps, it is necessary to use OM_DAQ software to select the data 
from an area of interest, which encompass only the fibre; (b) Al dopant mapping; (c) Ge dopant mapping.
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P, Fe, Cl and Cu. However, the concentrations of these 
elements were relatively very small and could be 
considered to have negligible effects upon the TL yield of 
these fibres.

Proton Dose Response

Using the 2.5 MeV proton beam, 21 samples of optical 
fibre (each of length 0.5 cm) were irradiated for different 
exposure times. The TL measurements exhibit a linear 

relationship with irradiation times of up to 7 min. The 
proton dose response is shown in Figure 8.

CONCLUSION

Use had been made of PIXE and RBS to map the relative 
presence of Al, Ge, Si and O. The commercially doped 
SiO2 optical fibres showed a linear dose response to the 2.5 
MeV proton beam.
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Figure 7.  (a) 300 µm map of the cross section of the SiO2 optical fibre; (b) The presence of Al dopant;  
(c) No Ge is seen on the map.

Figure 8.  The TL response of Ge-doped fibres exposed to a 2.5 MeV proton beam with different exposure times. The investigation 
was carried out for 21 samples of optical fibre. Results are expressed in term of corrected counts. 
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Based on this study, it was the intention of this group 
to proceed with the development of Al and Ge-doped fibre 
with specific dopant concentrations that would provide the 
highest TL yield using the ion implantation technique.
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The importance of measuring software complexity has been 
widely published and well accepted. There are different 
dimensions of software complexity. McCabe’s cyclomatic 
complexity concentrated on control flow complexity 
(McCabe 1976) and Halstead’s science measures were 
largely based on the size of the software (Halstead 1977). 
Similarly concept of live members and program weakness 
was used to measure design complexity (Conte et al. 1986; 
Aggarwal et al. 2002). Software complexity based on 
entropy was proposed by Harrison (1992) and Woodward 
et al. (1979) concentrated on program text’s complexity. 
Cognitive complexity is another important aspect of 
complexity of software, but has gained relatively lesser 
attention from researchers.

In order to measure human efforts needed in 
comprehending software, the concept of cognitive 
complexity was initiated (Douce et al. 1999), where the 
concept of spatial complexity was also introduced which was 
based on the theory of working memory and was reported 
to affect understandability of the source code (Baddeley 
1997). Spatial ability is a term that is used to refer to an 
individual’s cognitive abilities relating to orientation, the 
location of objects in space, and the processing of location 
related visual information. Spatial ability has been correlated 
with the selection of problem solving strategy, and has 
played an important role in the formulation of an influential 
model of working memory (Douce et al. 1999).  Program 
comprehension and software maintenance are considered 
to substantially use the programmers’ spatial abilities and 

the proper understanding of source code helps in effective 
debugging and maintenance of the software.  This concept 
of spatial ability was further extended and strengthened by  
Shao and Wang (2003) in the form of code and data spatial 
complexity, and both of these measures were found to be 
strongly correlated with perfective maintenance activities 
(Chhabra et al. 2003). 

Another measure of cognitive complexity was proposed 
by Shao and Wang as code functional size (CFS) in terms 
of cognitive weights (Shao & Wang 2003). This measure 
was based on the internal structure of the source code 
and assigned different weights to basic control structures 
(BCS) depending on their psychological complexity. This 
idea was further extended by also incorporating the effect 
of operators and operands (Mishra 2006a). Both of these 
proposed metrics were based on architectural aspect of 
genitive informatics.

Thus, two different dimensions of cognitive complexity 
have been identified by various researchers: spatial 
complexity and cognitive-weight-based complexity. Each 
of these two metrics is measuring a different cognitive 
aspect of the software. Spatial complexity is based on the 
theory of working memory and cognitive weights are based 
on the architectural structure of the source code. Spatial 
complexity treats all types of statements equally whether 
calls were sequential, iterative or recursive which is not 
acceptable from a cognitive viewpoint (Gold & Layzell 
2005). Similarly cognitive weights do not consider at all 

Data Cognitive Complexity: A New Measure
J.K. Chhabra1*, R.S. Bhatia1 and V.P. Singh1

Every software has different dimensions of complexity. Some of these dimensions have attracted much 
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the individual’s spatial abilities of orientation, location and 
processing of objects in the working memory. So none of 
these two metric is alone sufficient to measure the cognitive 
complexity in totality. Obviously it is desirable to have a 
new metric of cognitive complexity which should reflect 
spatial as well architectural complexity of the source code. 
This paper proposes a new metric named as data cognitive 
complexity (DCC) which combines both of these aspects 
into a single measure and thus is able to reveal both aspects 
of cognitive complexity.

 Data Cognitive Complexity

The concept of the data spatial complexity (DSC) was 
introduced for the first time in the literature by Chhabra 
et al. (2003). This type of cognitive complexity was based 
on the spatial distance between the definition and use of 
various data members. The functionality of the software 
could be easily understood, if the programmer was able 
to comprehend the input and output. The processing was 
applied to input, and after many intermediate values, the 
final output gets generated. So in order to understand the 
full functionality of the software, all input, intermediate, 
and output values should be recognized. These values 
are represented through variables and constants in the 
software. So cognitive efforts needed to understand the 
software also depended on the variables and constants. 
Gold et al. pointed out that understanding the use of data 
also requires knowledge of control flow in which the data 
has been used (Gold & Layzell 2005). Hence the type of 
control structure in which the data members were used, 
should also be considered to measure comprehension. If a 
data member was used in a simple assignment statement, 
understanding its purpose was much easier than if it was 
used as a parameter in a recursive call. 

Many researchers have already stressed the importance 
of considering the kind of control structure while computing 
the cognitive complexity (Shao & Wang 2003; Gold & 
Layzell 2003; Mishra 2006b). This architectural aspect of 
the complexity of the software could be easily reflected in 
cognitive complexity with help of weights of various types 

of BCS. Shao and Wang (2003) identified the following 
cognitive weights for various control structures (Table 1).

The measures of cognitive complexity defined in Shao 
and Wang (2003); Mishra (2006a) and Mishra (2006b) 
considered only these weights which were reflection of 
architectural viewpoint and did not look into the spatial 
aspect at all. On the other hand, the importance of spatial 
distance towards cognitive complexity is well established 
and reported (Conte et al. 1986; Chhabra et al. 2003, 
Chhabra et al. 2004). Thus it is very pertinent to combine 
the impact of architectural as well as spatial aspects of the 
software to compute the cognitive complexity. 

This paper proposes a new measure named as DCC 
which not only considers the spatial aspect, but also takes 
into consideration the architectural aspect of the software. 
To the best knowledge of the authors, no such attempt had 
been made in the literature to date to measure cognitive 
complexity based on both of these aspects. All of the 
previous work in the direction of cognitive complexity 
concentrated on only one of these two affecting parameters, 
either spatial complexity or architectural complexity. 
This paper was the first attempt towards covering both 
of these aspects and combining them so as to indicate a 
better cognitive complexity of the software. The weights 
of the BCS were combined along with the spatial distance 
between the definition and use of data members. All of the 
data members were used to store some input/output value 
or some intermediate values, which got processed many 
times to generate some final results. As the processing 
was carried out through various BCS, the purpose of a 
data member could be understood by tracking the different 
changes taking place on that member via various control 
statements. The type of control statement also influenced 
the comprehension of the change in a data member. For 
example, the changes to a data member inside iteration 
were obviously greater as compared to a simple sequential 
statement and thus more cognitive efforts were needed 
to understand the changes inside the iteration. Thus the 
cognitive weights of various types of BCS could be used to 
reflect that aspect in the complexity. 

Table 1. Cognitive weights of various basic control structures.

Category BCS Weight

Sequence Sequence 1
Branch if then else 2
 case 3
Iteration for – do 3
 repeat – until 3
 while – do 3
Embedded component Function call  2
 Recursion 3
Concurrency Parallel 4
 Interrupt 4
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Every data member went through many transformations 
and at many times the current use of a data member was 
dependent on a previous change/use of the value of that 
member. Hence the spatial distance between two successive 
usages of a data member also affected the cognitive 
complexity. The data definition was hardly sufficient to 
understand the purpose of a data member. The purpose 
could be comprehended by observing the successive uses 
of that data member. The first use of a data member might 
depend on initialization (along with the definition), but 
its subsequent use was more correlated with its previous 
use. So the data cognitive complexity of any data member 
needed to be measured using the distance between its two 
successive uses. The greater the distance (in terms of lines 
of code) between the successive uses of the data members, 
the greater the cognitive effort required to understand 
the purpose of that data member. If a data member  
was successively used at very small intervals, the details 
about that data member remained in the working memory  
of the programmer, and thus he would be able to  
comprehend the use of that data member easily. On the 
other hand, if a data member was used after for instance 
500 lines of its previous use, the programmer was very  
likely to have forgotten the details of that data member, 
and it would definitely take more effort to establish a 
connection between the current use of the data member and 
its previous use (Chhabra et al. 2003). The concept of the 
average span of a variable also endorsed the fact that the 
variable’s use in a short span was an indication of lesser 
complexity (Conte et al. 1986; Aggarwal et al. 2002; Singh 
& Bhatia 1998). 

We defined a new term Variable’s Cognitive Complexity 
(VCC) of a data member (usually data members are  
stored as variables, hence the nomenclature) at particular 
use as:

VCC (dm, k) = Wk * distance (dm, k) … 1

where, dm represents name of the data member and  
k represents line number of the use of that data member. 
Wk represents the cognitive weight of the BCS (Table 1), 
in which data member dm is used at line number k. The 
distance (dm, k) represents the absolute difference (in terms 
of lines of code) of the member dm between line number 
k and the line number of its previous use. If there was no 
previous use of the data member under consideration, then 
the distance was computed from the definition of that data 
member. If the data member was defined and used in the 
same source-code file, the distance could be calculated as 
above. At many times, software is written using multiple 
source-code files, then a data member may be defined in 
one file and used in some other file (e.g. external variables). 
In that case, the above definition of the distance would 
be incomplete. In that case, the distance was defined as 
follows:

 Distance = (Distance of first use of the data member 
from top of current file)

  + (Distance of definition of the data member from 
top of file containing definition)

  + (0.1*(total lines of code of remaining files)/2) … 2

The definition was based on the grounds explained 
by Chhabra et al. (2004) that in 90% of the cases, the 
programmer had an idea of the other file where the data 
member under consideration had been defined/used. For 
the remaining 10% of the cases, the programmer had to 
look into all of the remaining files. For those cases, we 
have taken the average distance of the remaining files and 
that had been multiplied by the worst-case probability i.e. 
0.1, corresponding to the remaining 10 percent of cases.

Almost every member went through many processing 
changes to reach to a final value, hence the member’s 
working could be understood by going through its changes 
through various control structures. Hence we define  
average variable’s cognitive complexity (AVCC) of a data 
member as shown in Equation 3 below as an average of 
VCC values (as defined in Equation 1) of all uses of that 
member.

 

 … 3

where p represented the count of uses of that data member 
and kj represented the line number in which the jth use of the 
data member dm had been done. 

Total DCC of the software was computed by averaging 
the AVCC (of Equation 3) of all data members:

  … 4

where q was the count of the data members in the 
software.

CoMputAtioN of DCC

In order to demonstrate the working of this metric, we took 
a program to compute the average length of several lines of 
text (Gottfried 2005).
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 1 #include<stdio.h> 
 2 int sum =0;
 3 int lines = 0;
 4 int linescount(void);
 5 main()
 6 {
 7  int n;
 8  float avg;
 9  printf(“Enter the text below”);
 10  while(( n = linecount()) > 0 ) {
 11   sum += n;
 12  ++lines;
 13  }
 14  avg = (float) sum / lines ;
 15  printf(“\nAverage number of characters per 
    line: %5.2f ”, avg) ;
 16 }
 17 int linecount ( void )
 18 {
 19  char line [80] ;
 20  int count = 0 ;
 21  while (( line [count] = getchar() ) != ‘\n’)
 22   ++ count ;
 23  return ( count );
 24 }

This program used six variables namely sum, lines, n, 
avg, line and count. The value of AVCC was computed for 
each of these variables. For example, in order to compute 
the AVCC of n, we needed to go through all uses of variable 
n. Variable n was defined in line number 7 and its first use 
was at line number 10. Line number 10 was a while loop 
and had a cognitive weight Wk of 3, as per Table 1. Thus as 
per definition of VCC in Equation 1,

VCC (n, 10) =  3 * ( 10 – 7) = 3 * 3 =9

Then, the next use of n was at line number 11, which was 
a sequential statement. Thus the weight Wk would be 1 and 
it’s previous use was at line number 10. Hence

VCC (n, 11) = 1 * (11 – 10) = 1

As there was no other use of the variable n, the AVCC could 
be computed as per Equation 3:

AVCC (n) = ( 9 + 1 ) / 2  = 5.0

Similarly AVCC could be computed for each of the 
variables using Equation 3 and DCC could be computed as 
per Equation 4 by averaging AVCC of these six variables. 
The computed values are shown in Table 2.

CoMpArisoN of DCC with DsC AND Cfs

The CFS measure proposed by Shao and Wang (2003) 
had been computed by the authors (Wang & Shao 2003) 

over three different language implementations for the same 
problem- in-between sum (IBS), in which they had reported 
that cognitive complexity was the same for the three 
languages. These results are contradictory to the earlier 
studies of many researchers where all of them had clearly 
mentioned that different languages had different levels and 
the language level had been reported to affect cognitive 
efforts of understanding (Halstead 1977; Singh 1995; Shen 
et al. 1983). Implementation in different languages of one 
algorithm could have same algorithmic complexity, but not 
cognitive complexity. The human comprehension level of the 
algorithm was definitely dependent on the type of language 
as well as the source code. Otherwise understanding the 
efforts of a complex program (e.g. linked list reversal) 
should be same for assembly language and Java, but 
obviously it was not so. Thus the cognitive efforts should 
not get measured as the same for different languages. Hence 
the CFS measure could not be accepted as a good cognitive 
measure, as it was not able to measure the language’s effect 
on human mind’s understandability. The CFS measure did 
not differentiate between cognitive complexity of the three 
different implementations in Pascal, C and Java language. 
Wang and Shao had shown these results to demonstrate 
the robustness of their metric (Wang & Shao 2003), but it 
was unacceptable to get the same value of comprehension 
capability for different languages. Hence the robustness 
concept was not applicable to the measurement of the 
cognitive aspect of complexity, although it might be 
acceptable from algorithmic complexity viewpoint. Thus 
the CFS measure needed to be modified. Similarly the 
DSC measure was also not appropriate for these three 
programs, due to lack of sufficient global data. Although 
DSC discriminated between different languages, it did not 
consider local members. The three implementations (Wang 
& Shao 2003), given in the three programs, were using some 
local members, each contributing significantly towards 
processing, and hence DSC was not able to compute any 
value for two of those implementations. The proposed 
DCC measure clearly reported different values for these 
three programs. Thus DCC was more suitable than both 
of the earlier proposed measures of cognitive complexity. 
Table 3 gives a comparison of these three metrics for all of 
the three implementations, shown in Figures 5, 6 and 7 of 
(Wang & Shao 2003, p. 72 & 73).

Table 2. AVCC Values for different variables.

Member  AVCC

sum 6.0
lines  5.5
n 5.0
avg 3.5
line 6.0
count 2.0
DCC 4.67
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Table 3 clearly shows that CFS was the same for all three 
programs, DSC was zero for the first and third programs, as 
both had no global variables. On the other hand, the DCC 
value differed significantly for the three programs. The 
comparison would be clearly visible from the following 
graph.

 

Table 3. Comparison of three metrics.

 DCC CFS DSC

Program 1 (Figure 5) 8.88 9 0
Program 2 (Figure 6) 4.75 9 2.25
Program 3 (Figure 7) 6.2 9 0

From Figure 1, it could be easily noticed that the 
newly proposed metric was able to differentiate between 
the cognitive complexities of the three programs having 
different comprehension capabilities, which the other two 
metrics were not able to distinguish. 

Another weakness of CFS was that it did not give any 
weightage to global/local intermediate variables used in the 
program. The proposed definition of CFS (Shao & Wang 
2003, p. 1333) is :

CFS = (Ni + No)*Wc … 5

where, Ni represents number of input, No represents number 
of output, and Wc is total weighted cognitive complexity of 
all BCS. The CFS computation was only dependent on the 
numbers of input and output. There was no impact of any 
other global, local, intermediate variable on its value. The 

complexity of the code portion of the program would get 
some contribution through use of Wc, but the data part of 
the program got neglected, except for the input and output 
count. It had already been stressed (Chhabra et al. 2003, 
2004) that data was also an integral part of the program’s 
working and must be given its due importance especially 
while computing the cognitive complexity. The CFS metric 
was unaffected by the presence/absence of various data 
members. The value of DCC computed in Table 2 took into 
consideration the impact of all variables such as sum, count, 
lines, avg etc. but the CFS for that program would take into 
consideration only the n and line variables. Thus, DCC was 
a better reflector of the program’s cognitive complexity 
than CFS. Moreover, the values of Ni and No used in 
computation of CFS were execution and interpretation 
dependent. For example, if we tried to compute the value 
of CFS for the program used in the section Computation 
of DCC, the value of Ni was dependent on the users’ input 
given at the time of execution. A user might enter 30 lines 
each consisting of 50 letters during the first execution. In 
that case, should Ni be treated as 30 or 30 *50 = 1500? The 
paper (Shao & Wang 2003) was silent about this aspect. 
Even if it was assumed that each line would be treated as 
one input to count Ni, it became execution dependent. For 
example in the second execution of the program of the 
section Computation of DCC, if the user gave 3 lines as 
input, Ni changed to 3. The value of CFS as per Equation 5 
for the first execution would be:

CFS = (30+1)*(3+3) = 186

For the second execution of the same program,

CFS =(3+1)*(3+3) = 24

Figure 1. Comparison of three metrics for programs in different languages.
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The value of CFS for the first execution was almost 
8 times the second value. Now that behaviour of the 
CFS metric was quite unacceptable. The comprehension 
indicator (the purpose of cognitive complexity was to reflect 
comprehension) of the same program changed drastically 
depending on how much input were given dynamically, but 
it did not get affected by any number of global variables 
and intermediate results. 

In order to display the inappropriateness of the CFS 
measure, let us consider two programs written for the 
following two situations:

P1: Read a number and print double of that number.

This program had one input and one output, and used 
Sequence only as BCS. So: 

CFS (P1) = (1+1)*1=2

P2: Take input of an angle in degrees. Print the output y 
as:

 

where x is radian equivalent of the angle given.

Just as in case of P1, the program P2 also had one input 
and one output and the program could be implemented 
using sequence BCS (many sequential statements could 
be used one by one to compute intermediate values and 
then finally output y would get computed through another 
sequential statement). Note that functions such as cos, sin, 
sin–1 could be always computed without any loop (many 
languages provided such functions directly to compute 
those values, otherwise those values could be approximated 
by using the initial 3–4 terms of their series formula). CFS 
for the program would be:

CFS (P2) = (1+1)*1=2

The CFS value for P1 as well as P2 came out to be 
same, although the difference of the complexity of the 
two programs was clearly evident. Now if we consider 
computation of the DCC metric for the two programs, the 
two values would differ significantly. The first program 
would not have any temporary or intermediate variables 
and program would be of 2–3 lines. So the DCC value for 
P1 would be quite small but the value of DCC for P2 would 
be much larger. The source code of program P2 would 
consist of many lines and would use many intermediate 
values. The increased number of lines would increase the 
spatial distance for many variables and the impact of all the 
intermediate values would also get considered in computing 

DCC. So the DCC value of P2 would differ significantly 
from P1, although CFS did not. Hence DCC was clearly 
able to capture the cognitive complexity of programs in a 
much better way than CFS. 

From the above discussions, it was clearly evident  
that the CFS measure took care of various control 
structures, but it was extremely poor in measuring the 
complexity of data members. Similarly, the DSC measure 
did not differentiate between various control structures at 
all, although the complexity of the nested ‘while’ loops 
was of much more than two sequential statements. The 
DCC metric was the one which removed the limitations  
of both the CFS and DSC measures. The DCC measure 
took into account the type of control structures, their  
impact on various data members as well as all the 
transformation steps involved in converting input to  
output, and thus was guaranteed to perform better than  
CFS and DSC.

future works

The conceptual formulation of the proposed DCC measure 
was based on using the spatial as well as the architectural 
complexity of the software to compute cognitive efforts, 
and thus was expected to be better than any single measure. 
However, a more detailed empirical study was needed 
over software of varied sizes and its comparison with 
other cognitive measures is needed to be done, to judge its 
suitability.

CoNClusioN

This paper has proposed a new measure of cognitive 
complexity named as DCC, which was based on the 
combined effect of spatial complexity and cognitive weight 
of control structures. The theory of working on human 
memory towards the orientation and processing of data had 
been used to measure the spatial complexity of the data 
members and the contribution of architectural complexity 
towards cognitive efforts was computed by using the 
weight of various control structures processing the data 
members. While defining the metric, the possibility of 
developing software using multiple source code files had 
also been taken into consideration. The proposed measure 
had been shown to clearly capture the comprehension 
difference of the different languages and hence the measure 
was expected to be a good indicator of the cognitive efforts 
needed to understand the working of the software, and thus 
could become a useful tool for estimating the maintenance 
efforts of the software.
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In the last two decades, natural gas recovery using zeolite 
adsorbent for the separation of nitrogen and carbon dioxide 
from methane was becoming increasingly important (Chao 
1990; Jayaraman et al. 2004; Cavenati et al. 2006; Delgado 
et al. 2007). The potential use of zeolite material for high 
energy density gas storage technology also requires such 
an adsorbent to have a high capacity and selectivity for 
methane (Nishimaya et al. 2001; Njikamp et al. 2001; 
Maurin et al. 2006; Ramirez-Cuesta & Mitchell, 2007). 
Among more than 150 types of synthetic zeolites, NaY 
zeolite with high surface area and regular cavity properties 
is an important material as catalyst for petrochemical 
application as well as a promising adsorbent to be employed 
in the gas adsorption and separation processes (Hasegawa 
et al. 2001; Mizukami et al. 2001; Harlick & Tezel 2004; 
Sultana et al. 2004; Salavati-Niasari 2008). In order to 
modify zeolite physicochemical properties to suit for a 
particular application, different types of metal oxide were 
used by dispersing them on the surface of zeolite (Alyea & 
Bhat 1995; Khouchaf et al. 1998; Dutta & Vaidyalingam 
2003). 

Metal oxide is an inorganic material having a unique 
structure which when dispersed on zeolite surfaces exhibits 
physicochemical properties that differ significantly from 
their bulk counterpart (Abdel-Fattah et al. 1997; Thoret 
et al. 1997; El-Shobaky et al. 1999; Ramirez-Cuesta & 
Mitchell 2007). In recent years, many applications for 
copper oxide in the field catalysis have been identified 

(Delahay et al. 1998; Díaz & Lazo 2000; Turky et al. 
2001; Liu et al. 2004;  Mediavilla et al. 2008). The bulk 
copper oxide also revealed attractive magnetic properties 
in nanoparticle technology as semiconductor, fuel cell, 
high temperature superconductor and sensor material (Ito 
et al. 1998; Chang et al. 2003; Cruccolini et al. 2004). In 
gas adsorption process, copper species or copper oxide 
compound has been dispersed on various types of porous 
support such as zeolite and mesoporous M41 materials 
for gaseous NO, CO, and N2 adsorption (Szanyi & Paffett 
1996; Sárkány 1997; Bordiga et al. 2001; Hadjiivanov  
et al. 2003). The surface area and stability of copper-
based adsorbent has been improved. The addition of CuO 
and CuCl on dealuminated zeolite Y and activated carbon 
supported CuO also showed enhancement in the gas SO2 
adsorption capacity for industrial gas separation process 
(Deng & Lin 1997; Tseng & Wey 2004). The modified 
systems were generally exhibiting better adsorptive 
properties as compared to the host or the guest component 
itself. Moreover, highly efficient CuCl modified zeolite 
adsorbent prepared by thermal dispersion method that 
shows high selectivity for CO and ethylene has been widely 
commercialized (Xie et al. 1990). 

Nevertheless, there is scarce literature available  
dealing with the methane adsorption characteristics of 
CuO modified NaY zeolite adsorbent. The influence of 
copper oxide on NaY physicochemical properties and 
methane adsorptive characteristics are still less understood. 
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NaY zeolite structure using the thermal dispersion method. The structures of the copper oxide modified zeolites 
were characterized by powder X-ray diffraction and Micromeritics ASAP 2000, while the methane adsorption 
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Furthermore, the effects of experimental parameters on 
the gas adsorption properties are not straightforward. 
Consequently, this study was carried out to investigate the 
effects of experimental conditions on structural properties 
of copper oxide modified NaY and its relationship to CH4 
adsorption characteristics. The proper understanding of the 
corresponding conditions of modification would facilitate 
the development of novel methane adsorbents for specific 
applications. 

EXPERIMENTAL

Copper oxide modified NaY zeolite adsorbents were 
prepared by the spontaneous thermal dispersion method. 
2 g of NaY zeolite (CBV 100, Zeolyst Intl.) were mixed 
with powdered copper oxide (Merck), at a predetermined 
ratio corresponding up to 5 parts of copper oxide per unit 
cell NaY (290 µmol/g adsorbent). The resulting mixture 
was sieved to a particle size of 300 µm and calcined at 
elevated temperature with the heating rate of 10 K/min 
to 873.15 K for 24 h. The structural properties of copper 
oxide modified NaY zeolite were characterized by powder 
X-ray diffraction (XRD) with CuK radiation (λ = 1.5418 
Å) and 40 kV and 40 mA in the range of 2θ = 20 – 500 at 
a scanning speed of 0.05 per second. Physical properties 
such as pore diameter, pore volume and micropore surface 
area were determined by nitrogen adsorption method using 
Micromeritics ASAP 2000 at 77 K. 

Adsorption capacity of the modified adsorbents were 
measured using a Perkin-Elmer thermogravimetrics 
analyzer (TGA). In the adsorption process, the modified 
adsorbent was placed in a small sample cell, heated up to 
673.15 K at a heating rate of 50ºC/min and held at that 
temperature until there was no weight loss. Then, the 
temperature was lowered to 323.15 K and held at that 
temperature until the adsorption reached equilibrium. The 
weight change of the adsorbent was used to determine the 
adsorption performance of the materials.

RESULTS AND DISCUSSION

Effect of Copper Oxide Types 

The first and second laws of thermodynamics could be 
used to explain that the dispersion of copper oxide into 
or onto the surfaces of zeolite was a spontaneous process 
that would gain in entropy. This was due to the fact that 
spontaneous dispersion was the decrease of free enthalpy 
of the whole system. Owing to that, the dispersion resulted 
in significant increase in entropy and formation of surface 
bonds comparable to the original bonds of the compounds. 
For a compound with not so high a melting point, its 
dispersion to a zeolite could be done by heating it at a 
suitable temperature well below its melting point (Xie & 

Tang 1990). The dispersion could be verified by XRD, 
XPS, or EXAFS. 

According to ASTM D3906, the crystallinity of samples 
which was denoted as relative intensity (Irel) was determined 
by comparing the sum of the six reflection peaks ({331}, 
{511}, {440}, {533}, {642}, and {555}) of the treated 
samples with that of the NaY zeolite  that taken as a 
reference (i.e. 100% crystalline at ambient temperature). 
The XRD spectrum (Figure 1) showed that the relative 
intensities of the modified NaY decreased, but unit cell 
parameter increased as compared to unloaded commercial 
NaY (Table 1). It was due to the contact between the NaY 
framework and the oxide particles within the pore of 
zeolite (Huang et al. 2004). The result also showed that 
the dispersion of copper oxide onto NaY zeolite slightly 
diminished the total surface area. The pore volume had been 
affected but the pore size almost remained constant, while 
the external surface areas of modified samples increased 
after the modification indicating the presence of Cu2O and 
CuO which were dispersed on the external surface of the 
NaY support.

The crystalline phase of modified samples had decreased 
but the support had remained unchanged. In the process of 
calcination, 3-dimension bulk CuO was transformed into 
2-dimension dispersed species on the surface of the NaY 
zeolite (Braun et al. 2000; Zhu et al. 2005a). That was the 
reason why no additional peaks that corresponded to the 
crystalline phase of bulk CuO (2θ = 35.540 and 38.730) has 
been formed outside the pore. However,   XRD diagrams 
(Figure 1e) showed that Cu2O was oxidized to some extent 
to form bulk CuO (2θ = 35.540 and 38.730) after the heat 
treatment (873.15 K). This was in conformity to the research 
reported by Zhu et al. (2005b). After the heat treatment at 
873.15 K, a thin CuO layer which included some whiskers, 
was formed over the Cu2O layer. Different types of copper 
oxide with different solid-state structure and particle size 
dispersed NaY zeolite showed different physical features 
after the modification. The physical properties such as the 
dynamic diameter of the copper oxide probably played 
a very important role in the dispersion phenomenon. 
The dissimilar chemical properties of copper oxide were 
responsible for the differences in their behaviour with the 
NaY zeolite. 

The structural property modification using different types 
of copper oxide led to significant effects on its gas methane 
adsorptive characteristics. After copper oxide/NaY zeolite 
modification, CuO/NaY shows a more superior methane 
adsorption capacity (13.43  10–3 mol/g-adsorbent) than 
pure (unmodified) NaY, and Cu2O/NaY (Figure 2). It was 
suggested that the CuO that was loaded into the NaY cages 
or coated on the external surface of NaY system during 
the thermal treatment, provided extra adsorption sites that 
were exposed to the adsorbates. The surface coating of 
two-dimensional copper oxide species onto NaY zeolite 
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might influence the surface reactivity of CuO with CH4 

gas. Meanwhile, Cu2O covered by a thin layer of CuO 
with its different solid-state structure, electronegativity 
and physicochemical properties presented less ability and 
suitability for methane gas adsorption after the oxidation 
process. These results also indicated that the high surface 
area adsorbent would not necessarilly result in a higher 
methane adsorption capacity. It depended on the structure 
and physical properties of the adsorbate and adsorbent 
after the modification as well as the extent of interaction of 
adsorbate with adsorbent surfaces.

Despite that, by employing the copper oxide-NaY 
zeolite modification, the gas adsorption kinetics could also 
be improved significantly. The linear parts of the initial 
gas uptake rates (Figure 2) indicated that the adsorption 
kinetics followed the similar trend as its CH4 adsorption 
capacity. The high initial uptake rates resulted in significant 
improvement on the gas adsorption capacity. Copper 
oxide species dispersed on the zeolite external surfaces 
improved the interaction between the adsorbent with the 

bulk adsorbates, while the copper oxide that dispersed into 
or was coated on the internal surface areas might have 
controlled led the pore size of adsorbent and affected the 
methane micropore diffusion into zeolite cavities.   

Effect of Copper Oxide Loading 

Figure 3 shows that the diffraction intensities decreased with 
the increase of CuO loading after CuO-NaY modification. 
No peaks corresponding to the crystalline phase of CuO 
were observed in modified samples with low CuO loadings 
(<5 wt.% CuO/NaY). The disappearance of the XRD peaks 
assigned to CuO could be interpreted as well dispersed 
CuO on the surface of the support with the formation of 
a monolayer or sub-monolayer after the heat treatment 
(Xiao et al. 1998; Qian & Yan 2001). However, when the 
CuO loading was increased above its dispersion threshold 
value, the characteristics of crystalline CuO were clearly 
shown in the XRD spectrum. As the copper oxide loading 
concentration was increased, the XRD peaks intensities 
decreased regularly with lower crystallinity quality. The 
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Figure 1. The XRD patterns of (a) Pure Cu2O; (b) Pure CuO; (c) NaY; (d) 5 Cu2O/Na-Y and (e) 5 CuO/NaY.

Table 1. Physical properties of copper oxide-modified zeolite NaY samples.

Sample Micropore External Micropore Average pore Unit cell Relative
 surface surface volume diameter parameter intensity
 area (m2/g) area (m2/g) (107 m3/g) (109 m) a0 (Å)  (Irel)

NaY 809.50 10.50 3.04 1.60 24.61 100.00
Cu2O/NaY 784.73 13.05 2.93 1.58 24.63 91.82
CuO/NaY 773.69 21.00 2.88 1.61 24.63 96.43
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large fractions of CuO agglomerated and were located 
on the external surface of the zeolite. The agglomeration 
phenomena could be estimated from the increase of average 
crystallite sizes estimated for CuO modified zeolite NaY 
particles by the Scherrer equation presented in Table 2 
(Cullity 1978). As can be seen, the average crystallite 
sizes of the copper oxide particles below the dispersion 
capacity reacted with NaY zeolite after the heat treatment, 
and thus decreased the particle sizes after the modification. 

Meanwhile, the particle size of the modified samples that 
were above 5 wt.% CuO increased with increasing copper 
oxide weight loadings.  

Figure 4 shows the relationship of crystallinity and 
residual crystalline CuO (Irel) with the total amount of 
CuO in CuO/NaY system (ICuO/Irel). When the CuO loading 
exceeded the dispersion capacity, the residual bulk CuO 
increased approximately linearly with the total amount of 
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Figure 2. The adsorption curves of copper oxide modified NaY for CH4 measured at  
323.15 K and 138 kPa; (a) 5 Cu2O/NaY; (b) NaY and (c) 5 CuO/NaY.

Figure 3. The XRD patterns of CuO/NaY samples: (a) CuO; (b) NaY; (c) 2.25 wt.% of CuO/NaY; (d) 5 wt.% of CuO/NaY;  
(e) 10 wt.% of CuO/NaY and (f) 15 wt.% of CuO/NaY.
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CuO in the samples. The intercept of the straight line plotted 
was assigned to the maximum dispersion capacity of the 
CuO that was spread out on NaY. Therefore, the amount 
of CuO in the adsorbent corresponded to 2.25 – 5 wt.%. 
CuO loading was approximately equivalent to complete the 
dispersion on the surface area of the zeolite NaY support. 
Apart from that, the loading concentration of copper oxide 
easily influenced the pore size of NaY zeolite system. The 
physical properties of the characterization results indicated 
that the BET specific surface area and micropore volume of 
the CuO modified NaY zeolite samples decreased with the 
increase in copper oxide loading concentration from 2.25 
wt.% to 15 wt.% (Figure 5).  

The influence of CuO loading concentration on the 
methane adsorption is shown in Figure 6. The NaY zeolite 
without CuO dispersion showed a CH4 adsorption capacity 
of 8.4 mmol/g of adsorbent. When 2.0 wt.% of CuO was 

loaded on NaY, the CH4 adsorption capacity increased to 
9.8 mmol/g of adsorbent. As the CuO loading was further 
increased, the adsorption capacities increased to higher 
values. The adsorption capacities finally increased to 13.4 
mmol/g of adsorbent for the CuO loading of 2.25 wt.%, 
which was 60% higher than that of pure NaY. These results 
indicated that the loading of CuO which was up to 2.25 wt.% 
(maximum dispersion capacity) had probably modified 
the pore size of NaY zeolite to the degree, which was the 
most specific suitable pore size for methane adsorbate to 
interact and be adsorbed on the surfaces. However, on 
further increase of the CuO loading concentration, the CH4 
adsorption capacity dropped. It was suggested that when 
the CuO loading concentration was at 10 wt.% or above, 
bulk CuO formed agglomeration on the zeolite surface and 
thus blocked the pore windows, which restricted further 
diffusion of CH4 gas to adsorb on the active adsorption 
sites of the zeolite internal surfaces.
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Figure 4. The influence of CuO loading concentration (wt.%) on the structure of modified samples.

Table 2. Effect of loading on structural characteristics of CuO modified NaY zeolite samples.

Samples Loading (wt.%) a0 (Å) Relative intensity (Irel) Particle size (nm)a

NaY  – 24.61 100.00 68.69
CuO/NaY 2.00 24.62 96.02 53.13
CuO/NaY 2.25 24.62 96.43 54.27
CuO/NaY 5.00 24.68 86.45 68.68
CuO/NaY 10.00 24.68 84.32 68.69
CuO/NaY 15.00 24.68 70.15 79.35

a Calculated based on Scherrer equation (Cullity 1978).
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Figure 5. The effect of CuO loading concentration on NaY zeolite physical properties.

Figure 6. The effect of copper (II) oxide on methane  adsorption characteristics.
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Effect of Calcination Temperature

Calcination temperature was one of the most important 
parameters that affected the physicochemical properties 
of copper oxide modified zeolite and the adsorptive 
characteristics of methane. By varying the calcination 
temperature of CuO/NaY, the relative intensity of the 
modified sample was increased as compared to the physical 
mixture of copper (II) oxide and NaY zeolite at ambient 
temperature (Figure 7). NaY zeolite was thermally stable 
at 873.15 K for a 2.25 wt.% copper (II) oxide loading 
concentration with increasing crystallinity up to 96 %. The 
structure of CuO-NaY zeolite remained unchanged and 
thermally stable up to 973.15 K with a lower crystallinity 
as shown in the XRD diagrams and the relative intensity 
data (Table 3). At calcination temperatures of 773.15 K 
and below, the peaks of crystalline CuO were still present, 
but with reduced intensity as compared to the bulk CuO. 
The relative intensity of the modified sample increased 
significantly when the sample was heated to 873.15 K and 
no residual bulk crystalline CuO remained. Agglomerations 
of copper (II) oxide occurred on further increasing the 
calcination temperature up to 973.15 K, thus reducing the 
crystallinity of the samples (Figure 7 e). The structure of 
the modified sample collapsed when the heat treatment 
temperature rose to 1073.15 K (Figure 7 f). 

Proper heat treatment processes modified to suitable 
calcination temperature did affect methane adsorption 
properties. Figure 8 shows the effect of calcination 
temperature on methane adsorption. Physical mixing of 

CuO and NaY zeolite at 298.15 K gave CH4 an adsorption 
capacity of 8.9 mmol/g of adsorbent. Thermal treatment at 
773.15 K increased the adsorption capacity to 11.3 mmol/g 
of adsorbent. Further increasing the calcination temperature 
to 873.15 K, presented a maximum adsorption affinity of up 
to 13.4 mmol/g of adsorbent. These results indicated that a 
suitable calcination temperature (873.15 K) was utmostly 
critical to ensure the transformation of the entire three-
dimensional bulk CuO to two-dimensional dispersed form. 
It was this two-dimensional copper oxide dispersed form 
that played the main role in the interaction with methane 
adsorbates. For a higher calcination temperature (973.15 
K), methane adsorption capacity decreased to 8.8 mmol/g 
of adsorbent. High temperature caused the CuO dispersed 
species to migrate out to the external surfaces, forming 
agglomeration of bulk CuO that brought a decrease in 
methane adsorption. However, Figure 7 f shows that the 
structure of the modified sample collapsed during heat 
treatment at 1073.15 K and only 0.06 mmol of CH4 was 
adsorbed per gram of adsorbent.  

Effect of Calcination Time

As shown in Figure 9, after heating the mixture at 873.15 
K for 12 h, some residual crystalline CuO still remained 
within the zeolite structure. These residuals totally vanished 
after the samples were calcined up to 24 h and longer. The 
longer calcination time resulted in the higher crystallinity 
of the modified NaY (Table 4). The results infered that 
at temperature 873.15 K, the dispersion process was 
completed in about 24 h.  However, for a longer calcination 
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Figure 7. XRD patterns of 5 CuO/NaY samples after heat treatment: (a) CuO (298.15 K); (b) NaY (298.15 K);  
(c) 5 CuO/NaY (773.15 K); (d) 5 CuO/NaY (873.15 K); (e) 5 CuO/NaY (973.15 K) and (f) 5 CuO/NaY (1073.15 K).
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Table 3. Effect of calcination temperature on structural characteristics of CuO modified NaY zeolite samples.

Samples T (K) a0 (Å) Relative intensity (Irel) Particle size (nm)a

NaY  298.15 24.61 100.00 68.69

CuO/NaY 298.15 24.64 91.00 79.35

CuO/NaY 773.15 24.67 92.35 54.27

CuO/NaY  873.15 24.62 96.43 54.27

CuO/NaY 973.15 24.68 84.91 68.68

CuO/NaY 1073.15  Structure collapse

a Calculated based on Scherrer equation (Cullity 1978).

Table 4. Effect of calcination time on structural characteristics of CuO modified NaY zeolite samples.

Samples Time (h) a0 (Å) Relative intensity (Irel) Particle size (nm)a

NaY  0 24.61 100.00 68.69

CuO/NaY  0 24.64 91.00 79.35

CuO/NaY 6 24.65 92.00 68.69

CuO/NaY 12 24.64 93.16 68.69

CuO/NaY  24 24.62 96.43 54.27

CuO/NaY  48 24.62 103.26 65.20

a Calculated based on Scherrer equation (Cullity 1978).
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Figure 8. The effect of calcination temperature on methane adsorption capacity.
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time, the particle size of the adsorbent formed was larger. 
The effect of calcination time on the physical properties of 
adsorbents is shown in Table 5.

The BET specific surface areas and micropore volumes 
increased simultaneously with the increase in calcination 
time. Meanwhile, the average pore diameter generally 
represented a declining trend. The increase in sample 
surface area and the decrease in pore size diameter were 
perhaps due to the proper dispersion of CuO into the 
internal surface of the zeolite matrix system. After heat 
treatment for 48 h, the particle size, surface area and 
micropore volume of the adsorbent increased which 
indicated the migration phenomena of some CuO out 
from the micropore of zeolite. As described by Dong et al. 

(1997), after an optimum heat treatment process period for 
dispersing all the oxide species on the surface, further heat 
treatment would result in reversibility of the formation of 
bulk phase metal oxide and surface species metal oxide on 
zeolite surfaces. Hence, the satisfactory duration of heat 
treatment was very important for the proper dispersion of 
copper oxide on the zeolite surfaces.  

Following the physical property changes, the duration of 
the calcination process would affect the adsorption capacity 
of methane (Figure 10). Six hours of calcination improved 
the CH4 adsorption capacity to 10.1 mmol/g of adsorbent. 
Meanwhile, at 12 h  and 24 h of calcination at 873.15 K, the 
dispersive temperature significantly kept enhancing the CH4 
adsorption performances to 12.9 mmol/g of adsorbent and 
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Figure 9. The influence of calcination time on the structure of modified samples.

Table 5. Effect of the duration of calcination on physical property characteristics.

Samples Time (h) BET surface Micropore volume Average pore 
  area (m2/g) ( 107 m3/g) diameter (Å)

NaY 0 820.00 3.04 16.00
CuO/NaY 0 744.51 2.71 16.23
CuO/NaY 6 790.23 2.87 16.02
CuO/NaY 24 794.63 2.88 16.11
CuO/NaY 48 813.55 2.97 15.87
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13.4 mmol/g of adsorbent, respectively. For heat treatment 
of more than 24 h , the CuO that dispersed onto the zeolite 
surfaces was described as in reversible form between 
the formation of bulk CuO and dispersed CuO species. 
Therefore, 48 hours of calcination not only increased  
the particle size of the adsorbent and the migration of  
some CuO out of the surface but also created a decrease in 
the methane adsorption capacity of up to 11.3 mmol/g of 
adsorbent.

CONCLUSION

The thermal dispersion of copper oxide onto/into the NaY 
zeolite surface was of importance to the development 
of a gas methane adsorbent. Copper oxide-NaY zeolite 
modification parameters such as types of copper 
oxide, copper oxide loading concentration, calcination  
temperature and duration of calcination treatment greatly 
influenced the physicochemical properties of NaY zeolite 
and its gas methane adsorptive characteristics. The results 
showed that at 2.25 wt.% of copper (II) oxide, the modified 
NaY zeolite that calcined at 873.15 K for 24 h showed  
the most promising results for methane adsorption 
capacity.
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The preparation of stoichiometric hydroxyapatite has been 
the most significantly targeted material for bone mineral 
substitute in recent decades but interest has now converged 
on the preparation of non-stoichiometric apatites which 
have closer chemical similarities with the inorganic phase 
of bone.

Non-stoichiometric apatites are quite easy to synthesise. 
However, their composition and crystal characteristics are 
more difficult to control, mainly because of the ability of 
the lattice to accept substitutes and vacancies. The most 
interesting of the non-stoichiometric apatites is CO3

2- 
containing apatites which are close to bone mineral. 
Although bone mineral has a variable composition, diverse 
apatites mimicking the evolution of bone mineral in young 
and old animals can be prepared and their composition 
represented by a chemical formula analogous to that of bone 
mineral (Landi et al. 2004]. The main mineral constituent 
of bone tissue, biological apatite is always found with some 
carbonate in its structure (Barinov et al. 2006). For example, 
in a recent review, the content of CO2 which is present as 
carbonate in the organic fraction of enamel, dentine and 
bone was reported to be 3.0, 4.8, and 5.8 wt%, respectively 
(Fleet et al. 2003). The overall carbonate content in bone 
mineral is about 4–8 wt% and it has been shown to vary 
depending on the age of the individual with an increase of 

A-type in old bones. On the other hand, type B carbonate 
apatite is the most abundant species in the bones of young 
human beings (Landi et al. 2004).  

Nevertheless, most researchers agree that based on 
various CAp preparation techniques, the carbonate ion can 
substitute for OH- in the apatite channel (type A CAp) and 
for the phosphate ion (type B CAp) in order to mimic the 
inorganic phase of natural bone (Fleet et al. 2003). The 
chemical formula of carbonate apatite is formally given 
by Ca10–x/2[(PO4)6–x(CO3)x[(OH)2–2y(CO3)y] on the basis of 
a simple charge neutrality (Suetsugu et al. 2000). Thus, 
considering the above facts, significant attention was paid 
to the preparation of material most similar to the mineral 
composition of bones. 

As a consequence, many investigations had been already 
carried out to prepare carbonate apatites (Landi et al. 2004; 
Krajewski et al. 2004) and most of them can be classified 
into two groups according to the processing method; one is 
wet (Landi et al. 2004) and the other is a solid state reaction 
(Verbeeck et al. 1995). The benefits of the wet process are 
that the by-product is environmental friendly, e.g. water 
and the probability of contamination during processing 
was almost negligible. However, the setbacks are the 
composition of the resulting product is greatly affected 

Influence of CO2 Flux on the Properties of Carbonate 
Apatite Synthesized by Solid State Reaction

K. Jamuna1*, K. Noorsal1, F.A. Zakaria1 and Z.H. Hussin1

Introducing CO2 flux as the carbonate source had an effect on the carbonate content of carbonate apatite (CAp) 
synthesized by solid state reaction. The reactants were CaCO3 and beta-tricalcium phosphate (β-TCP) and 
the heat treatment in air was performed at 1250ºC followed by instant cooling in CO2 flux for temperatures 
ranging from 800ºC room temperature (RT) . The influence of CO2 flux at various temperature drop differences 
in the cooling process (1250ºC RT, 1250ºC–500ºC, 1250ºC–600ºC, 1250ºC–700ºC, and 1250ºC–800ºC) was 
tested to optimize the carbonation degree and subsequent effects on the physical and mechanical properties of 
CAp. Thermally treated samples revealed an increasing degree of carbonation, achieving a maximum of 5.2 
wt% at the highest (1250ºC RT) and a minimum of 2.7 wt% at the lowest (1250ºC–800ºC) temperature drop 
differences, respectively. This showed that the carbonate content was correlated with the increase in exposure 
to CO2 flux. However, consistent compressive strength, tensile strength, density and porosity were observed 
against increasing temperature drop differences which indicated that the degree of carbonation exerted no 
influence on the physical and mechanical properties of CAp. This method enabled the synthesis of solid state 
CAp simply by exposing calcium phosphate mixtures to CO2 flux. It also allowed the control of carbonate 
content for desired medical applications.
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by slight differences in the reaction parameters and even 
the time needed for obtaining CAp is too long depending 
on the reaction conditions. Poor reproducibility and 
high processing cost also set a barrier on the economical 
values needed for industrial scale production (Rhee 2002). 
Therefore, the solid state reaction is thought to be more 
suitable than the aforementioned as the capability to 
reproduce and lower the processing cost are extensively 
high, despite the risk of contamination during milling.

Studies have shown (Otsuka et al. 1994; Chaikina et al. 
1997) that the calcium and phosphorus compounds used 
as the starting material in the solid state reaction process 
are anhydrous dicalcium phosphate (CaHPO4), dicalcium 
phosphate dihydrate (CaHPO4.2H2O), monocalcium 
phosphate monohydrate (Ca(H2PO4)2.H2O), calcium 
pyrophosphate (Ca2P2O7), calcium carbonate (CaCO3), 
calcium oxide (CaO), calcium hydroxide (Ca(OH)2), etc. 
From the above material, Fowler et al. (1974) has adopted 
a combination of calcium pyrophosphate and calcium 
carbonate to produce hydroxyapatite with a supply of water 
vapor as the source of the hydroxyl group. In contrast, 
Verbeeck et al. (1995) has reported a process that involves 
a combination of CaCO3, CaHPO4 and KHCO3 as the 
reactants; the three powders were homogenized by ball 
milling in an agate mortar, heat-treated with a supply of 
continuous CO2 stream washed over 96% sulphuric acid for 
60 h and then finally quenched in air to produce carbonate 
apatite. On the other hand, Roy et al. (1974) reported the 
solid state preparation of CAp, adopting β tri-calcium 
phosphate (β –TCP) and CaCO3 as the precursors, where 
the powders reacted under CO2 pressure at 850ºC for 500 
h. Thus, the methods and apparatus used in these processes 
are complicated and time consuming. In addition, no one 
have reported the effect of CO2 flux during temperature 
drop unlike the continuous flow as reported by many (Landi  
et al. 2004; Verbeeck et al. 1995; Oliveira et al. 2001; Roy 
et al. 1974) in the heat-treatment of CAp prepared from 
solid state reactions at high temperatures.

In our investigation, a simple procedure to obtain 
pure CAp with varying amount of carbonate content was 
performed using a solid state reaction. In this single step 
heat-treatment, the reactants were exposed to CO2 flux at 
various temperature drops and characterized to obtain the 
physical, chemical and mechanical properties.

The results were explained in terms of carbonation 
degree in the synthesized CAp obtained by CO2 flux 
reaction at various temperature drop differences in the heat 
treatment process.

MAteRIAlS And MethOd

Synthetic apatites with differing carbonate content were 
prepared by solid state reaction from calcium carbonate 

(CaCO3) and β-tricalcium phosphate powders (Ca3(PO4)2) 
(both from Fluka)  as the chemical precursors. These 
chemical precursors were mixed together so that the Ca/P 
mol ratio of the green calcium phosphate composition 
was 1.8. The calcium phosphate compositions were ball 
milled for 24 h to obtain a homogenous mixture of the 
chemical precursors in the initial stage of CAp synthesis. 
Cold isostatic press (CIP) was carried out at 30 000 p.s.i. 
(210 MPa) using a cold isostatic press (AIP CP360) on the 
ball milled calcium phosphate powder to obtain cylindrical 
shaped samples having a dimension of 10 mm (diameter) × 
15 mm (height). After CIP, the samples were cut into pellets 
using a knife and ground using silicon carbide abrasive 
paper with grit no. 600 to achieve sizes of 10 mm (dia) × 4 
mm (height) and 6 mm (dia) × 12 mm (height) for tensile 
and compression testings, respectively.

In this study, a controlled atmospheric box furnace 
(Modutemp, KS77EVMGX, Australia) was used for firing 
the calcium phosphate pellets. The samples were placed 
randomly on a piece of flat alumina without any preferred 
sample position orientation and heated at 5ºC/min for up to 
1250ºC in air. Maintaining the temperature at 1250ºC, the 
firing was continued for an hour in air. At the end point of 
1 h firing at 1250ºC, the temperature was set to decrease at 
5ºC/min down to 30ºC without turning off the furnace. At 
that point, as soon as the firing temperature dropped from 
1250ºC to 1249ºC, 99.97% industrial grade CO2 gas (9 l/
min) was fluxed at different temperature drops separately 
in the ranges of 1249ºC–25ºC, 1249ºC–500ºC, 1249ºC–
600ºC, 1249ºC–700ºC and 1249ºC–800ºC whereby the 
reaction time was about 4 h 10 mins, 2 h 30 mins, 2 h 10 
mins, 1 h 50 mins and 1 h 30 min, respectively. The gas 
flow was stopped immediately after the above drop points 
were reached and the samples left in air in the furnace until 
a temperature of 30ºC was reached. In another experiment, 
CO2 flux was exposed to the pellet samples throughout a 
complete heat-treatment cycle whereby the samples were 
heated from 30ºC at 5ºC/min for up to 1250ºC for an hour 
and annealed to 30ºC. It was labeled as RT–1250ºC–RT; 
unlike the CO2 flux exposure merely in the cooling process 
as for the aforementioned samples. The CO2 flux throughout 
the cooling process was manually regulated in precision 
to avoid the CO2 exposure on calcium phosphate samples 
beyond the desired temperature drop range. 

The phases present on the surface of samples were 
identified using a X-ray diffractometer (XRD; Bruker, 
Advance D8, Germany) with Cu-Kα radiation source at 1º 
incidence against surface and a scanning mode of 2º/min 
with a step scanning rate of 0.02º/10s. The morphology of 
the samples, gold coated for 400 s using a sputter coater 
was also examined using a field-emission scanning electron 
microscope (FESEM; Leo 1525, Germany). The surface of 
the sample was scraped and mixed with KBr before made 
into thin pellets. A fourier transform infrared spectrum 
of the sample was obtained using a Nicolet MAGNA-IR 

paper 5.indd   42 7/31/2010   9:41:59 PM



K. Jamuna et al.: Influence of CO2 Flux on the Properties of Carbonate Apatite Synthesized by Solid State Reaction

43

560 spectrometer E.S.P (FTIR; Nicolet, USA). In order to 
evaluate the Ca/P molar ratio of the samples, an inductively 
coupled plasma - mass spectrometric (ICP-MS) analysis 
was performed (Perkin Elmer Optima 2000DV). A 
carbon elemental analysis was performed by an automatic 
elemental analyzer (FISON Model EA 1108). 

The diametral tensile strength and compressive strength 
of the samples were evaluated (Thomas et al. 1980; ASTM 
C 773 – 88), using an Universal Testing Machine INSTRON 
5582 (UTM; Instron, USA) at a crosshead speed of 0.5 mm/
min. A Helium Pycnometer (Micrometrics) with helium 
flow rate of 0.005 psig/min was used to determine the true 
density of the samples. However, bulk density and total 
porosity of the samples were measured according to British 
Standard EN623-2:1993 guidelines. On each sample, ten 
measurements were performed and the corresponding test 
results were reported as mean values. 

ReSultS And dISCuSSIOn

Figure 1 shows the results of XRD measurements on the 
samples which reacted with CO2 flux at different temperature 
drop ranges to obtain CAp. The XRD patterns of all samples 
are very similar, except for the RT–1250ºC–RT sample 
which showed the presence of secondary phase β-TCP in 
the major phase of carbonate apatite. It was presumed that 
this phenomenon was due to the decomposition of apatite 
at 1250ºC. A similar phenomenon was reported by Roy 

et al. 1974, in their investigation. Carbonate containing 
apatites which were prepared with excess of CO2 were 
considered to represent maximum solid solutions under the 
experimental conditions. Thus, it was possible to assume 
that the excess of CO2 flux had contributed to the maximum 
solid state reaction with the apatite, yielding decomposed 
carbonate apatite.

The recorded patterns for the samples which reacted with 
CO2 flux at temperature drop from 1250ºC to 800ºC until 
RT were typical XRD patterns of carbonate apatite (Landi 
et al. 2004). On the other hand, mixtures of precursors 
consisting of β-TCP and CaCO3 phases were detected 
to remain the same in both before and after ball milling 
treatments indicating that the formation of CAp solely by 
thermal treatment associated with CO2 flux imposed on 
calcium phosphate samples.     

In Figure 2, FTIR measurements on the samples which 
reacted with CO2 flux at different temperature drop ranges 
to obtain CAp are shown. The profiles of all the samples 
were exactly the same and typical of CAp (Apfelbaum  
et al. 1992) except for the mixture of precursors exhibiting 
the broad stretching and bending mode of CO3 ion at 
around 1500 cm–1 due to the presence of CaCO3. It implied 
that the carbonate apatite phase was only formed after 
heat treatment with CO2 flux. This was in agreement with 
the distinctive measurement of infrared (IR) spectrum for 
heat treated samples showing bending modes of CO3 ion 
at around 1550, 1460, 1420 and 875 cm–1, respectively, 

Figure 1. XRD patterns of samples reacted with CO2 flux at different temperature drop ranges to obtain CAp.   
() β-TCP and () carbonate apatite.
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explaining CO3 ion distribution at both anionic sites, the 
phosphate and hydroxyl indicating the formation of A+B 
type CAp (Apfelbaum et al. 1992). However, the inherence 
of OH ion bending mode at around 3570 cm–1 showed that 
only partial substitution of the CO3 ion had taken place at 
the OH- site.

The microstructures of the CAp samples obtained from 
the CO2 flux reaction in the complete cycle and cooling 
processes of the heat-treatment showed no differences in 
their surface morphology (Figures 3a and 3b). The micro 
morphology of the surface also showed a porous structure 
despite significant change in the carbonation degree. This 
was consistent with the similarities found on each sample 
surface for the various heat-treatment processes performed 
(Figures 3c–3f). 

The calcium-based apatites showed no noticeable 
phase separations for the samples (Figure 3a) obtained 
from complete cycle (RT–1250ºC–RT), even though the 
presence of separate phases of carbonate apatite and β – 
TCP were identified in XRD results (Figure 1). 

The results of calcium, phosphorus and carbon elemental 
analysis are reported in Table 1. Chemical analysis 
showed that the samples contained 2.74 wt% – 6.21 wt% 
of carbonate and their stoichiometry might possibly be 
comparable to Ca10–(x/2)(PO4)6–x(CO3)x(OH)2–2y(CO3)y with 
0<x<3 and 0<y<1. 

Furthermore, the observed carbonate degree was in the 
range of carbonate content reported to be found in enamel 
(3.0 wt%), dentine (4.8 wt%) and bone (5.8 wt%) (Fleet  
et al. 2003). Based on the tabulated carbon values, 
carbonation degree was significantly increasing for larger 
temperature drops. The increase of CO2 adsorption in 
the apatite samples was conjectured to originate from 
the longer exposure to constant CO2 flux due to larger 
temperature drops. The carbonation of samples reacted 
in CO2 flux occurred in all the samples but the degree 
of occurrence was greater in RT–1250ºC–RT (6.21wt% 
carbonate) although XRD analysis revealed the formation 
of decomposed secondary phase, β-TCP in the major CAp 
phase yielding impure CAp formation.

The experimental data for calcium and phosphorus 
were in agreement with the theoretical Ca/P molar ratio of 
1.67 (type-A CAp) for samples treated in 1250ºC-RT and 
1250ºC –500ºC conditions though a slight variation was 
observed in the remaining heat treatments. Theoretically, 
based on the evaluated carbonate content (Table 1) and the 
above mentioned stoichiometry equation, the Ca/P molar 
ratio of all the samples measured between 1.670–1.678 
which related to the maximum and minimum carbonation 
level of 2.74 wt% – 5.18 wt%, respectively. However, 
elemental analysis (Table 1) obtained from ICP evaluation 
revealed a variation in the Ca/P ratio showing values less 
than 1.67 and that needed further investigation. Moreover, 
there was a tendency for an increase in Ca/P molar ratio 

Figure 2. FTIR transmission spectra of samples which reacted with CO2 flux at different temperature drop ranges to obtain CAp.
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                                      (a)                                        (b)

                                      (c)                                                                                         (d) 

                                                    (e)                                                                                           (f)

Figure 3. SEM micrographs of CAp samples obtained from CO2 flux reaction in the (a) complete cycle (RT–1250ºC–RT)  
and (b–f) cooling processes (1250ºC–RT, 1250ºC–500ºC, 1250ºC–600ºC, 1250ºC–700ºC, 1250ºC–800ºC) of the  

heat-treatments, respectively.
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of more than 1.67 due to incorporation of CO3 ions that 
substituted for PO4 ions in the apatite lattice (Kontonasaki 
et al. 2002), as observed in FTIR measurements for a 
weak B-type substitution. However, that was not revealed 
in our elemental analysis results and needed further 
investigation.

In this work, calculated true density values were between 
3.04 g/cm3 and 3.11 g/cm3 (Table 1), almost reaching the 
theoretical density of hydroxyapatite (HA) (3.156 g/cm–3). 
The pycnometer determined that the total pore volume of 
the heat-treated CAp samples evaluated between 36.81 
vol% – 39.49 vol% at different CO2 flux conditions, which 
indicated the formation of micro porous CAp samples as 
evidenced in SEM micrographs (Figure 3). For bulk density 
measurement, a range of values between 1.86 g/cm3 and 
1.97 g/cm3 were recorded. Furthermore, the insignificant 
changes of density and porosity measurements revealed 
that the CO2 flux had a limited influence on the physical 
properties of CAp samples prepared using relevant chemical 
precursors and heat-treatment parameters.

Consistent with such results, both the compression and 
tensile testings showed fluctuating strengths comparable to 
the physical properties. The effect of different carbonation 
degrees of CAp prepared at various heat-treatments  
indicated the insignificant influence on both compressive 
(26.9 MPa – 30.7 MPa) and tensile (8.06 MPa – 11.27 MPa) 
strengths (Table 1). One possible factor that might help to 
explain the observed low and highly deviated statistical  
results for both strengths was the high internal porosity  
(~ 40 vol %) which was inherent in the synthesized samples. 
Morgan et al. 1997 has reported that the compressive 
strength of dense (porosity <5 vol%) carbonate apatite was 
67 MPa which was 54% – 60% higher than the compressive 
strength of the investigated samples.  Thus, it was possible 
to presume that the porosity in carbonate apatite relatively 
lowered the compressive strength of the material. Landi  
et al. (2004) also reported that the comparison of  
literature data about the mechanical resistance of apatite 
materials was difficult and often impossible due to the 
non-standardised testing procedures (variety of sintering 
temperatures, times and atmospheres were reported; 
inappropriate aspect ratios and small specimen dimensions 

were sometimes used; sometimes the highest strength value 
from the best sample was selectively reported). Thus, the 
actual cause for the recorded low strengths needed further 
investigation. 

COnCluSIOn

Our study revealed that CO2 flux had shown an influence 
on the carbonation degree of heat-treated CAp synthesized 
by solid state reaction in both complete cycle and cooling 
temperature drops but it did not show any significant 
influence on both physical and mechanical properties.  
The results also indicated that the complete formation of 
CAp with the highest carbonate content was relatively 
measured at 1250ºC – RT. The observed 2.74 wt% – 
5.18 wt% of carbonate content was in the reported range  
found in enamel, dentine and bone, thus providing a simple 
route to obtain the desired carbonate content suitable for 
medical applications. The density and porosity values 
showed that the solid state reaction performed in this study 
yielded CAp material with the maximum calculated true 
density of 3.11 g/cm3 and 40 vol% of pores, able to withstand 
11.27 MPa of tension and 30.7 MPa of compression. Thus, 
the effect of internal porosity on the mechanical strength of 
CAp should be addressed in future studies.
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Interference is a fussy problem in the fully crammed 
2.4-GHz band, which is license free in most parts of the 
world. Industrial, scientific, and medical  application 
programs exercise it, and microwave ovens are the crucial 
perpetrators when it involves interference. In order to edge 
the effects and essences of interference, frequency hopping 
spread spectrum (FHSS) techniques are being exercised by 
Bluetooth and Home radio frequency (RF). The core ability 
of FHSS is to cut down channel efficiency in support of 
lustiness and it is easier to enforce than the direct-sequence 
spread spectrum (DSSS) technique. Distinctive FHSS 
products inhabit a bandwidth of about 1 MHz and they 
accomplish higher power within each frequency band 
at any one time and consequently result in an enhanced 
instantaneous RF signal to noise ratio than other spread 
spectrum techniques (Don 2005).

FHSS systems with partial band interference require 
appropriate compounding of spread spectrum modulation, 
error correcting code, diversity and decoding method to 
receive improved transmission signals.  An efficient and 
intelligent jammer usually reduces the efficiency and 
effectiveness of FHSS; nevertheless, this enhancement can 
be retained through the use of error control (EC) codes. 
Additionally, a jammed channel may not be stationary, 
thus channel state information which is usually called  
side information, can be employed to advance the 
performance of EC codes (Don 2005; Simon et al.1985; 
Levitt 1982).

It is recognized that diversity, chained with a forward 
error correcting code is the most reliable means of crossing 
the partial-band noise jammer in a FHSS communications 
system (Berlekamp1980). Great emphasis has been 
proposed to figure out effective methods of combining  
the diversity of transmissions. Once block coding with 
algebraic decoders is applied, then diversity transmissions 
can be combined and decisions executed on each  
of the received symbols before a received vector can be 
decoded.

In this paper, the application of a low-density parity-
check (LDPC) code in a fast FHSS was measured and the 
performance of the LDPC coded system evaluated by using 
good waterfall and error floor execution. The simulation 
results signified that the LDPC coded schemes in the 
aforementioned system were carried out better than in the 
super orthogonal coded systems.

The error floor in turbo codes can be partially attributed 
the low-weight codewords in the code which is not 
ascertained since it is unapproachable to the simulation 
executed (Benedetto et al. 1996).  Recent simulation of 
LDPC codes carried out on high speed hardware platforms 
indicates that LDPC codes exhibit error floors. 

Recent research has indicated that the weight 2 bit nodes 
are authoritative in permitting good waterfall performance 
as well as raise the error floor for shorter block lengths, 
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and irregular codes (Changyan et al. 1989). These nodes 
are arranged in a form of set and if there were any  error, it 
compels the decoder not to decode the sequence correctly. 
The appropriate emplacement and confinement of the 
number of weight 2 nodes is the solution to enhance the 
performance of these codes for shorter block lengths.

Schremmer (2002) has investigated the pertinence of an 
irregular LDPC code at a rate ½, having a block length of 
1560 bits to a frequency hopped communications system 
with partial-band jamming. The decoder of the system is 
appropriate for a maximum of 60 iterations by employing 
coherent binary phase-shift keying. 

In this paper, regular LDPC codes with a diversity 
order were employed with fast FHSS in a criterion error 
correction role to cater some anti-jamming competence 
which improved the quality of transmission signal. LDPC 
code possesses a low probability of decoding error, and 
has a simple instrumental algorithm to develop erasure 
information.

Various measures have been taken into account while 
considering coding for spread spectrum communications 
in the presence of partial band interference. The prime 
concern is whether the decoder experiences if the received 
signal has been jammed or not.  Logically the decoder 
acknowledges and applys this side information in order to 
enhance the performance and equates the coding without 
the side information. An additional issue is interleaving.

If lower quality performance is expected hardware 
savings can be achieved by various means. This paper 
furnishes an analytical framework for assessing the 
performance of transmission signal using coded FHSS 
systems operating in the presence of jamming. The LDPC 
codes were employed as forward error control coding which 
covered each codeword of the orthogonal code as a single 
character in its large alphabet. Nevertheless, the LDPC as 
compared to other FEC coding had the noteworthy property 
that it was capable of correcting any character erasure.

FREQUENCY HOPPING SPREAD SPECTRUM

Frequency hopping is the most authentic and facile spread 
spectrum modulation to employ. Any radio comprising a 
digitally controlled frequency synthesizer can theoretically  
be converted to a frequency hopping radio. The addition of 
a Pseudonoise (PN) code generator is the core component 
of this conversion which selects the frequencies for 
transmission or reception. Most hopping systems use 
uniform frequency hopping over a band of frequencies. 
This is not essential, if both the transmitter and receiver 
of the system have determined in advance what are the 
frequencies to be skipped. Thus a frequency hopper of two 
meters could skip over commonly used repeater frequency 

pairs. A frequency hopped system uses analog or digital 
carrier modulation by employing conventional narrow band 
radio techniques. Receiver de-hopping is accomplished by 
a synchronized PN code generator that drives the receiver’s 
local oscillator frequency synthesizer (Dixon 1984; Simon 
et al. 2004).

FHSS splits the available frequency band into a series 
of subchannels. A transmitter hops from subchannel to 
subchannel, communicating short bursts of data on each 
channel for a predestinate period, adverted to as dwell time. 
The hopping sequence is apparently synchronized between 
transmitter and receiver to enable communications to 
occur. Federal Communications Commission regulations 
delineate sizing of the frequency band, the number of 
channels that can be employed, and the dwell time and 
power level of the transmitter.

A pseudorandom sequence is used to control the 
narrowband signal hops from one frequency to another 
in the FHSS. This results in a signal’s dalliance at a 
predestinate frequency for a brisk period of time, resultantly 
in the possibility of interference from another signal source 
generating radiated power as a specific hop frequency is 
keyed in.

The effectuation of FHSS operating in the presence of 
partial band noise jamming  and additive white Gaussian 
noise with one hop per signalling interval has already been 
examined (Simon et al. 1981; Chernbini & Milstein 1989; 
Su & Milstein 1989). Su and Milstein (1989) have proposed 
a system, based on the premise of synchronized time and 
phase, with the performance of a coherent FHSS system 
with quadrature modulations under the worst case of partial 
band noise jamming. The performance abjection due to 
fallible synchronization has been discussed by Chernbini 
and Milstein (1989), and Su and Milstein (1989). In order to 
rejuvenate the non-coherent demodulation and combination 
loss, a frequency diversity intrigue has been implemented 
for a phase-coherent FHSS system with partial band noise 
famming (Lance & Kaleh 1998).

In the FHSS the receiver has bandwidth coped with 
data modulation, and accompanies the transmitter as it 
jumps around the band. If one of those jumps encounters 
a narrowband interferer, then the communications on that 
channel can be jammed. On the next jump, the narrowband 
interferer will be moved. This causes the receiver’s 
electivity filters to eradicate the narrowband interferer, 
essentially independent of its power.

Applications of Frequency Hopping Spread Spectrum         

FHSS is an executable option to direct sequence spread 
spectrum (DSSS) for protection against jamming and for 
code division multiple access (CDMA). In CDMA systems 
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established on FHSS, each pair of transmitter-receiver 
is assigned its own unique pseudorandom frequency 
hopped pattern. Excursus from this distinguishing 
feature, the transmitters and receivers, of all users may 
be indistinguishable, i.e. they have identical encoders, 
decoders, modulators and demodulators.

CDMA systems based on FHSS are especially generative 
for mobile users because the synchronization pre-requisites 
are not as rigorous as in DSSS systems. Additionally, 
frequency synthesis techniques and colligated hardware 
have been developed that make it possible to hop over 
bandwidth that are significantly wider, by one or more  
orders of magnitude, corresponding to those presently 
conceivable with DSSS signals. Therefore, larger 
processing gains are easily conceivable by FHSS which 
more than countervail the loss in operation congenital in 
noncoherent detection of frequency shift keying (FSK) 
modulated signals.

FHSS is very efficient against jamming signals. FHSS 
employing the FSK modulation system that implements 
coding, or merely repeats the information symbol 
on multiple hops, is very effective against a partial 
band jammer. As an aftermath, the jammer’s threat is  
reduced to that of an equivalent broadband noise jammer 
whose transmitter power is spread across the channel 
bandwidth W.

OVERVEIW OF LOW DENSITY PARITY CHECK

LDPC codes are a category of linear codes which cater 
near capacity performance on a large collection of data 
transmission and storage channels whilst concurrently 
accommodating executable decoders. LDPC was invented 
by Gallager in early 1960 (Gallager 1960). LDPC codes 
are rendered with probabilistic encoding and decoding 
algorithms. Earlier, sparse random parity check matrices 
were being used which established promising distance 
properties (Gallager 1960).

LDPC codes are designated by a parity check H matrix 
comprising largely 0’s and has a low density of 1’s. More 
precisely, we can articulate that LDPC codes have very few 
1’s in each row and column with large minimum distances. 
Specifically, a (n,j,k) low-density code is a code of block 
length  n and source block length k. The number of parity 
checks is delimitated as: m = n – k. The parity check matrix 
weight (number of ones in each column or row) for LDPC 
codes can be either regular or irregular. LDPC is regular 
if the number of ones is constant in each column or row 
and gets irregular with a variable number of ones in each 
column or row. 

A regular LDPC code is a linear block code whose 
parity-check matrix H constitutes exactly wc 1’s in each 

column and exactly wr = wc (n/m) 1’s in each row, where  
wc m (equivalently, wc m). The code rate  R = 1 – wc/wr. 
Generally, irregular LDPC codes surpass regular LDPC 
codes.

Low density codes are not that much optimal in the fairly 
contrived sense of understating the probability of decoding 
error for a known block length, and it can be illustrated 
that the minimum rate being employed by them is bounded 
below channel capacity. Nevertheless, the simple decoding 
scheme innovation more than remunerates for these 
disadvantages.

LDPC codes have a congenital error detection capability, 
for instance one can merely check if the decoded sequence 
is an applicable code word by multiplying by the parity 
check matrix.

FORWARD ERROR CORRECTION CONTROL 
SYSTEM MODEL

The block diagram of fast FHSS with LDPC codes is shown 
in Figure 1 in which the LDPC encoder carried out in the 
similar way as any linear block code, by acknowledging 
its generation or parity check matrix. The frequency 
hopping patterns shaped by the receiver synthesizer and 
the transmitter were synchronized with each other, but 
counterbalanced by a fixed intermediate frequency which 
might be zero. The mixing function bumped off the 
frequency hopping pattern from the received signal. The 
mixer output was enforced to a band pass filter that expeled 
the double frequency components and power, that initiated 
outside the suitable frequency channel and brought forth the 
data modulated dehopped signal. The output of the dehopper 
was a sequence which comprised L diversity receptions for 
every n code symbol. Side information, considering the 
presence of interference, was distilled from the dehopper 
and demodulator. The L diversity receptions of a specified 
symbol were engaged along with the side information to 
form the decision statistic. A hard decision M-ary had to be 
prepared on the symbol, and this decision was coursed into 
the error-correction decoder. The probability of a bit error 
is represented by:

 … 1

where,
R =k/n is the code rate.
The probability of decoding error was set by:

 … 2
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Figure 1. Block diagram of fast FHSS with LDPC encoder and decoder.
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In this paper we accept that channel monitoring furnishes 
information about the state of the channel either in the 
presence or absence of jamming which could be exploited 
by the LDPC decoder to wipe out the symbols which were 
subject to heavy interference. In such cases the decoder 
sought to correct the erasures and the few errors that result 
of thermal noise with diversity technique. Once the number 
of erasure was larger than e = n – k, then the probability of 
error was set by:

 … 3 
           

In the aforementioned equation, p constituted the 
probability of error when there was partial band or multiple 
access interference and was established by:

 … 4

whereas ∈1 and ∈2 correspond to the probability of being 
jammed when not hit by the users and when hit by the users 
correspondingly.

RESULTS AND DISCUSSION

The coupling of diversity of order L with LDPC codes 
was examined in this paper. Most of the work was done 
on FHSS employing Reed Solomon coding since it was 
easy to keep up the phase coherence. Whilst employing 
fast frequency hopping it was inconceivable to perform 
differential detection within one hop. In this paper LDPC 
codes were employed in a criterion error correction role 
to cater some anti-jamming  competence. The simulation 
results signified that the LDPC coded schemes in the 
aforementioned system were carried out better than the 
super orthogonal coded systems.  The best possible design 
of the system with the combination of diversity and forward 
error correcting  coding by employing binary phase shift 
keying was exploited in the system and their simulation 
results were illustrated in Figure 2. The channel coding 
code rate of ½ was used for the 5120 block length data 
which was ready to confront any type of interference. A plot 
of probability of error as a function of Eb / NJ was shown 
in Figure 3 for L=2 when the system was under hostile 
partial band noise jamming. The proposed system coupled 
with LDPC showed better performance as compared to the 
system discussed by Tatsunami et al. (2006). The usance of 
hard decision decoding made the system more consistent as 
portrayed from the frequency response of the spread signal 
depicted in Figure 4. These results cater for information on 
the design of the robust system.
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Figure 2. Fast frequency hopping spread spectrum using LDPC as a FEC.
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Figure 3. Probability of error for diversity level L=2.

 Figure 4. Frequency response of the spread signal.
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CONCLUSION

Hardware savings can be accomplished by various means if 
low performance is tolerated. This paper offers an analytical 
framework for evaluating the performance of transmission 
signal utilizing coded fast FHSS systems functioning in 
the presence of partial band noise jamming. The regular 
LDPC codes were applied as forward error control coding 
which addressed each codeword of the orthogonal code 
as a single character in its large alphabet. The decreased 
computational complexity and inherent error checking 
ability of these codes could tender a high-quality substitute 
to Turbo Codes.
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Solid polymer electrolytes (SPEs) have received increasing 
attention due to their potential applications in solid state 
batteries, electrochromic windows supercapacitors and 
electrochemical sensors (Armand 1986; Sung et al. 2005; 
Qizhen et al. 2009). The major advantages of SPEs are 
favourable mechanical properties, ease of fabrication of 
thin films, the elimination of leakage possibility and wide 
electrochemical stability windows over liquid electrolytes 
(Nan et al. 2003; Bhattacharyya et al. 2005). The SPE that 
can conduct ions is formed by dissolving suitable inorganic 
salts into a polymer matrix. 

Numerous approaches have been employed to enhance 
the ionic conductivity and mechanical stability of polymer 
electrolytes. These approaches include: synthesizing new 
polymers (Xu & Wang 1993; Selvaraj et al. 1995; Huang 
et al. 1996); blending of two polymers (Baskaran et al. 
2006) and adding plasticizers to polymer electrolytes to 
form plasticized polymer electrolytes (Nagasubramanian 
et al. 1994; Tallworth et al. 1995; Morales & Acosta 1997; 
Abbrent et al. 1998). Besides reducing the crystalline 
content and increasing the polymer segmental mobility, the 
addition of plasticizers such as propylene carbonate (PC) 
and ethylene carbonate (EC) to polymer electrolytes also 
can result in greater ion dissociation which allows greater 
numbers of charge carriers for ionic transport (Song et al. 

1999). Among the host polymers used for such plasticized 
electrolytes are poly(methyl methacrylate) (PMMA) 
(Bohnke et al. 1993),    poly(acrylonitrile)    (PAN)   (Hong 
et al. 1992; Peramunage et al. 1995) and poly(vinyl 
chloride) (PVC) (Alamgir & Abraham 1993).    

  
In attempts to look for good lithium ion conducting 

polymers, plasticized polymer electrolyte systems 
composed of PMMA as a host polymer and EC as a 
plasticizer complexed with different lithium salts, i.e. 
lithium tetrafluoroborate (LiBF4) and lithium triflate 
(LiCF3SO3) have been prepared. In this work, the ionic 
conductivity and morphological studies of the PMMA-
based polymer electrolytes were analyzed using impedance 
spectroscopy, scanning electron microscopy (SEM) and 
X-ray diffraction (XRD) techniques.   

MATERIALS AND METHODS

Sample Preparation

PMMA with molecular weight of 9.96 × 105 g/mol       
(Aldrich) was dissolved in tetrahydrofuran (THF) solvent. 
The plasticizer, EC (Fluka) and the lithium salts LiBF4  
and LiCF3SO3 (Aldrich) were added accordingly. The 
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amount of plasticizer was fixed at 35 wt%. The mixtures 
were continuously stirred with a magnetic stirrer for several 
hours. After complete dissolution, the solutions were  
cast in petri dishes and left to dry by solvent evaporation  
at room temperature to form films. The films were then  
kept in a desiccator until characterizations were carried 
out. 

Impedance Spectroscopy

A HIOKI 3531 LCR bridge that had been interfaced with a 
computer was used to perform the impedance measurement 
for each polymer electrolyte film in the  frequency range of 
50 Hz to 1 MHz. To measure the impedance of the films, the 
samples were cut into a round shape that fit the size of the 
electrodes. The samples were then sandwiched between two 
stainless steel blocking electrodes with a diameter of 2 cm. 
From the Cole–Cole plots obtained, the bulk resistance, Rb 
of each sample was determined and hence the conductivity 
(σ) of the samples were then calculated using σ = t/RbA; 
where t is the sample thickness (cm), A the effective contact 
area of the electrode and the electrolyte (cm2), and Rb is the 
bulk resistance (Ω). The conductivity-temperature studies 
were carried out in the range of temperature from 303 K 
to 373 K.

Scanning Electron Microscopy (SEM)

The films were vacuumed after sputtering with gold at 
25 mA for 40 s. The surface morphology of the film was 
observed by SEM (Stereoscan 420, Leica).

X-Ray Diffraction (XRD)
 
To study the extent of crystallinity, XRD was carried out 
with a D5000 diffractometer which employed Cu-Kα 
radiation.

RESULTS AND DISCUSSION

Conductivity Studies

The plots of conductivity versus amount of LiBF4 and 
LiCF3SO3 in the salted-PMMA systems are shown in  
Figure 1. It can be observed that the highest room  
temperature conductivity was obtained from the films 
containing 40 wt% LiBF4 in the (PMMA-LiBF4) system  
and 40 wt% LiCF3SO3 in the (PMMA-LiCF3SO3) system  
with the values 3.66 × 10–7 S cm–1 and 3.97 × 10–6 S cm–1 
respectively.

Figure 1. Variation of conductivity with salts content in (a) PMMA-LiBF4 and (b) PMMA-LiCF3SO3 systems.
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Figure 2 depicts the plots of conductivity versus salt 
content for plasticized PMMA containing LiBF4 and 
LiCF3SO3. The highest room temperature conductivity 
was 4.07 × 10–7 S cm–1 and 3.40 × 10–5 S cm–1, achieved 
respectively from the films containing 30 wt% LiBF4 in 
the (PMMA-EC-LiBF4) system and 35 wt% LiCF3SO3 in 
the (PMMA-EC-LiCF3SO3) system. The conductivity of 
the unplasticized systems was increased upon the addition 
of plasticizer, EC. This showed that the apparent roles 
of a plasticizer in a host polymer were to decrease the 
viscosity of the electrolyte and assist in the dissociation of 
the salts thereby increasing the number of charge carriers 
(MacFarlane et al. 1995). It could be deduced that EC 
has dissociated more LiCF3SO3 salt compared to LiBF4 
salt, thereby increasing the number of charge carriers in 
(PMMA-EC-LiCF3SO3) film. Higher conductivity in the   
(PMMA-EC-LiCF3SO3) film was due to the higher number 
of mobile ions it contained. When the salt content was 
increased, the free ions also increase until it was saturated 
when more salt was added. This made these ions become 
closer to one another. Since the ions were so close to one 
another, the conductivity decreased. 

 
Figure 3 represents the variation of ionic conductivity 

with the reciprocal temperature for the highest conducting 

films from (PMMA-EC-LiBF4) and (PMMA-EC-LiCF3SO3)
systems, respectively. The linear variation of log σ versus 
1000/T plots indicated an Arrhenius type thermally activated 
process (MacDonald 1987; Hagenmuller & Gool 1978; 
Julien & Nazri 1994). It was observed that as temperature 
increased, the conductivity increased and this implied that 
temperature had increased the degree of salt dissociation 
into ions. The activation energy, Ea for films of (PMMA-
EC-LiBF4) and (PMMA-EC-LiCF3SO3) were 0.29 eV and 
0.27 eV, respectively. The low activation energy, Ea for the 
lithium ion transport was due to the completely amorphous 
nature of the polymer electrolytes that facilitated the fast 
Li+ ion motion in the polymer network. The completely 
amorphous nature also provided a larger free volume in the 
polymer electrolyte system upon increase in temperature 
(Michael et al. 1997).    

SEM Analysis

A porous surface was discovered in PMMA-LiBF4 and 
PMMA-EC-LiBF4 films as shown in Figure 4. It could  
be observed that the size of the pores was decreased  
when the plasticizer EC was added to the PMMA-LiBF4 
film. 

Figure 2. Variation of conductivity with salt content in (a) PMMA-EC-LiBF4 and (b) PMMA-EC-LiCF3SO3 systems.
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Figure 5 shows the SEM micrographs of PMMA-
LiCF3SO3 and PMMA-EC-LiCF3SO3 film. The amorphous 
phase was observed to be prominent in these images. The 
surface of these film was smooth and homogenous and 
this was expected to continue in the bulk. Hence, lithium 
ions could traverse through the triflate film more easily 
compared to the hexafluoroborate film resulting in the 
triflate film being more conductive. 

XRD Studies

Respective XRD patterns obtained for pure PMMA, LiBF4, 
LiCF3SO3, PMMA-EC-LiBF4 and PMMA-EC-LiCF3SO3 
films are shown in Figure 6. The amorphous and crystalline 
phase of the polymer and salts were observed. Most of the 
peaks pertaining to LiBF4 disappeared in the PMMA-EC-
LiBF4 film and indicated the complete dissolution of the 

Figure 3. Arrhenius plot for (a) PMMA-EC-LiBF4 and (b) PMMA-EC-LiCF3SO3 films.

Figure 4. SEM images of (a) PMMA-LiBF4  and (b) PMMA-EC-LiBF4 films.
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Figure 5. SEM images of (a) PMMA-LiCF3SO3 and (b) PMMA-EC LiCF3SO3 films.

Figure 6. XRD patterns of (a) pure PMMA, (b) LiBF4, (c) LiCF3SO3, (d)  PMMA-EC-LiBF4  and (e) PMMA-EC- LiCF3SO3 films.
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salt in the plasticized polymer matrix. The sharp peaks 
at 2θ = 16.6º, 19.8º and 22.5º of LiCF3SO3 are absent in 
PMMA-EC-LiCF3SO3 film. 

These results reveal that complexation had occurred 
and the complexes formed were amorphous. Berhier  
et al. (1983) established that ionic conductivity in polymer 
electrolytes is associated with the amorphous phase of 
the studied films. The higher conductivity observed in 
the plasticized salted films was believed to result from 
the lower degree of crystallinity that assisted lithium ion 
movement in the polymer network, which was confirmed 
from the XRD patterns.

CONCLUSIONS

The ionic conductivity behaviour of plasticized PMMA 
films containing the LiBF4 and LiCF3SO3 salts was 
studied. The room temperature conductivity for the  
highest conducting film in the (PMMA-EC-LiBF4) and 
(PMMA-EC-LiCF3SO3) systems were 4.07 × 10–7 S cm–1 
and 3.40 × 10–5 S cm–1, respectively. LiCF3SO3 was  
easily dissociated by EC compared to LiBF4. The  
porosity of LiBF4 film probably hindered lithium ion 
movement on the surface and in the bulk, resulting in 
its lower conductivity. XRD studies showed that the 
conductivity was increased when the crystallinity of the 
film was reduced.  
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A skeleton in binary terminology is a one pixel-thick line 
representation of an object that summarizes the overall 
shape, size and orientation of the object. Skeletonization 
is the process of reducing foreground regions in a binary 
image to a skeleton, while discarding the remaining 
foreground pixels. The resultant skeleton is used for the 
computation of length and direction, or for the detection 
of special topological structures such as end points and 
triple points (Hilditch 1969; Rosenfeld 1970; Bookstein 
1979; Piper 1985; Smith 1987; Meyer 1988, 1989; Jang 
& Chin 1990; Ji & Piper 1992; Lam et al. 1992; Soille 
2003; Rémy & Thiel 2005; Palágyi 2008). Skeletons have 
been extensively applied in several fields such as pattern 
recognition (Hilditch 1969; Maragos & Schafer 1986; 
Reinhardt & Higgins 1996; Vasudevan & Cook 1998; 
Ruberto 2004; Schlei 2008), biological shape description 
(Blum 1973; Kumasaka & Kashima 1997; Kumasaka et 
al. 2000; Styner 2003; Xie et al. 2008), metallography 
(Lantuéjoul 1978, 1980; Jewell 2003), character recognition 
(Govindan & Shivaprasad 1990; Trier et al. 1996; Zhao 
2003; Patil & Sontakke 2007), and hydrological feature 
extraction (Sagar et al. 2000, 2003; Dinesh 2008a) with 
highly promising results.

Skeletons of water bodies extend to orderings of water 
bodies for cartographic generalization (Nickerson 1988; 
McAllister & Snoeyink 2000). A number of studies have 
been conducted to study the various geometric properties 
of skeletons of water bodies (Sagar et al. 1999; Sagar 
2000; Santos et al. 2005; Dinesh & Padmanabhan 2007, 
2008). Sagar et al. (1999) demonstrated that the skeletal 
networks of water bodies which resemble river networks, 
follow Horton’s laws. The fractal properties of skeletal 
networks of water bodies are also demonstrated. Sagar 
(2000) demonstrated the fractal relationship between the 
length of skeletons and the area of water bodies. Santos  
et al. (2005) employed skeletons of water bodies to perform 
the categorization of various types of water bodies. Dinesh 
& Padmanabhan (2007, 2008) performed a comparison of 
skeletons of water bodies and their corresponding convex 
hulls. It was observed that convex hull computation  
reduced the skeleton length of water bodies. However, these 
studies were made under the assumption that water bodies 
were static objects and that they remained constant over 
time. Water bodies are actually dynamic objects; they go 
through significant spatio-temporal changes due to drought 
and flood. 

Characterization of Skeletons of Simulated Drought 
and Flood of Water Bodies

S. Dinesh1

Studies conducted on the various geometric properties of skeletons of water bodies have shown highly promising 
results. However, these studies were made under the assumption that water bodies were static objects and that 
they remained constant over time. Water bodies are actually dynamic objects; they go through significant 
spatio-temporal changes due to drought and flood. In this study, the characterization of skeletons of simulated 
drought and flood of water bodies was performed. It was observed that as the drought level increased from 1 
to 9, the average length of the skeletons decreased due to reduction in the size of the water bodies and increase 
in the number of water bodies. As the drought level increased from 9 to 15, the average length of the skeletons 
increased further due to vanishing of small water bodies. Flood caused an increase in the average length of the 
skeletons due to merging of adjacent water bodies. Power law relationships were observed between the average 
length of the skeletons of the simulated drought/flood and the level of drought/flood.  The scaling exponent of 
these power laws which was named as a fractal dimension, indicated the rate of change of the average length of 
the skeletons of simulated drought/flood of water bodies over varying levels of drought/flood. However, errors 
observed in the goodness of fit of the plots indicated that monofractals were not sufficient to characterise the 
skeletons of simulated drought and flood of water bodies. Multifractals and lacunarity analysis were required 
for more accurate characterisation.

Key words: water bodies; simulation; drought; flood; average length; skeletons; fractal dimension; 
characterization; power law relationship
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In this paper, the characterization of skeletons of 
simulated drought and flood of water bodies is performed. 
It demonstrated, via power law relationships, the fractal 
properties of the skeletons of simulated drought and flood 
of water bodies. 

MethoDology 

the Data Set

The Gothavary river, which lies in central India, originates 
near Triambak in the Nasik district of Maharashtra, and 
flows through the states of Madhya Pradesh, Karnataka, 
Orissa and Andhra Pradesh. Although its point of origin 
is just 80 km away from the Arabian Sea, it journeys 

1465 km to empty into the Bay of Bengal. Some of its 
tributaries include the Indravati, Manjira, Bindusara and 
Sarbari. Some important urban centres on its banks include 
Nasik, Aurangabad, Nagpur, Nizamabad, Rajahmundry 
and Balaghat. The Gothavary river is often referred to as 
the Vriddh (Old) Ganga or the Dakshin (South) Ganga. 
The Gothavary river has a catchment area of 312 870 km2 
and receives more than 85% of its annual rainfall during 
the monsoon season (June–September). Hence, the water 
resources in this river are largely due to monsoon rainfall 
and are largely affected by monsoon extremities, resulting 
in floods during some years and droughts during others.

Figure 1a shows a number of water bodies of varying 
shapes and sizes situated in a portion of the floodplain 
region of Gothavary river. The water bodies were traced 

Figure 1. Water bodies of varying shapes and sizes situated in a portion of the flood plain region of Gothavary river: (a) The 
original water bodies traced from IRS 1D remotely sensed data; (b) The water bodies after removal of incomplete water bodies; 

(c) Identification of the individual water bodies using connected component labeling. The water body count number was 
determined by the grey level; the brighter the grey level, the larger the water body count number.

                                                          (a)                                       (b) 

(c)

paper 8.indd   63 7/31/2010   9:26:21 PM



ASM Science Journal, Volume 4(1), 2010

64

from Indian Remote Sensing Satellite (IRS) 1D remotely 
sensed data. The IRS-1D was launched on 28 September 
1997 by the Indian Space Research Organization (ISRO) 
operated Polar Satellite Launch Vehicle (PSLV). The data 
was captured using the multispectral Linear Imaging Self-
Scanning Sensor 3 (LISS-3) with spatial resolution of 
23.7 m and band range of 520 nm – 590 nm. Due to the 
impracticalities of dealing with incomplete water bodies, 
incomplete water body images were removed, and only the 
complete water body images were considered (Figure 1b).  
A total of 67 distinct individual water bodies (Figure 1c) 
were identified using connected component labelling (Pitas 
1993).

generation of Simulated Drought and Flood of Water 
Bodies

Management of spatial data related to flood analysis largely 
relies on information derived from geographic information 
system (GIS) data captures and earth observation (EO) data. 
In this respect, image processing and pattern recognition 
techniques have been widely employed for flood analysis 
applications such as catchment delineation, extraction 
of surface water, inundated areas and flow measurement 
computation (Brakenridge 1998; van der Sande et al. 2003; 
Marsalek 2004; Stancalie & Craciunescu 2005; Sanders, 
2007; Di Baldassarre 2009). 

Mathematical morphology is a branch of image 
processing that deals with the extraction of image 
components that are useful for representation and 
description purposes. Mathematical morphology has a 
well developed mathematical structure that is based on set 
theoretic concepts. The effects of the basic morphological 
operations can be given simple and intuitive interpretations 
using geometric terms of shape, size and location. The 
fundamental morphological operators are discussed 
in Matheron (1975), Serra (1982) and Soille (2003). 
Morphological operators generally require two input; the 
input image A, which can be in binary or grayscale form, 
and the kernel B, which is used to determine the precise 
effect of the operator. 

Dilation sets the pixel values within the kernel to the 
maximum value of the pixel neighbourhood. Binary 
dilation fills the small holes inside particles and gulfs on 
the boundary of objects, enlarges the size of the particles 
and may connect neighbouring particles (Duchane &  
Lewis 1996). The dilation operation is expressed as in 
Equation 1.

A ⊕ B= {a+b: aєA, bєB} … 1
 

Erosion sets the pixel values within the kernel to the 
minimum value of the kernel. Binary erosion removes 
isolated points and small particles, shrinks other particles, 

discardes peaks on the boundaries of objects and 
disconnectes some particles (Duchane & Lewis 1996). The 
erosion operation is expressed as in Equation 2. It should  
be noted that erosion is the dual operator of dilation 
(Equation 3):

AӨB= {a-b: aєA, bєB} … 2

AӨB= (Ac⊕B) c … 3

where,
Ac denotes the complement of A and B is symmetric 
with respect to reflection about the origin.

Drought and flood simulation was implemented by 
performing erosion and dilation respectively, on water 
bodies using square kernels of increasing size (Dinesh 
2007a,b,c, 2008b). Erosion reduced the area of water 
bodies, mimicking drought, while dilation increased the 
area of water bodies, mimicking flood. The level of drought/
flood was indicated by the kernel size. 

Simulated drought (Figure 2) and flood (Figure 3) of  
the water bodies for levels r of 1 to 15 were computed. 
The areas of the generated drought and flood are shown in 
Table 1.

Skeletonization of Water Bodies

The skeletons of the generated simulated drought (Figure 
4) and flood (Figure 5) were computed using the skeletoni-
zation by morphological thinning algorithm proposed in 
Jang and Chin (1990). Skeletonization by morphological 
thinning is defined as the successive removal of outer 
layers of pixels from an object while retaining any pixels 
whose removal would alter the connectivity or shorten the 
legs of the skeleton. The process is converged or completed 
when no further pixels can be removed without altering the 
connectivity or shortening the skeletal legs.

ReSultS anD DiSCuSSion

For each level of drought (Table 2) and flood (Table 3), 
the total length of the skeletons of water bodies L and the 
number of water bodies N were computed. The average 
lengths of skeletons of the simulated drought and flood of 
water bodies AL were computed using Equation 4. Based 
on this equation, AL increased when L increased and/or N 
decreased while AL decreased when L decreased and/or N 
increased.

AL = L / N … 4

It was observed that as the drought level increased from 1 
to 9, the average length of the skeletons of the water bodies 
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was reduced. This occured as when the level of drought was 
increased; the sizes of the water bodies reduced, resulting 
in a decrease in the total length of the skeletons of the water 
bodies. Furthermore, drought also caused the breaking up 
of water bodies into smaller water bodies, resulting in an 
increase in the number of water bodies.

As the drought level increased from 9 to 15, the average 
length of the skeletons of the water bodies increased. 
This occured as when the level of drought was increased, 
a number of small water bodies vanished, resulting in 
a decrease in the number of water bodies, and hence, an 
increase in the average length of the skeletons.

It was also observed that as the level of flood was 
increased, the average length of skeletons of water bodies 
increased. This occured as when the level of flood was 
increased, the sizes of water bodies increased, resulting in an 
increase in the total length of skeletons of the water bodies. 
Furthermore, the level of merging between adjacent water 

bodies increased, resulting in a decrease in the number of 
water bodies. 

A log-log plot of the average length of the skeletons of 
the simulated floods AL against the level of flooding r was 
drawn (Figures 6). Two log-log plots of the average length 
of the skeletons of the simulated drought AL against the 
level of drought r were drawn, one for drought level of 1 to 
9 (Figure 7a), and one for drought level of 9 to 15 (Figure 
7b). Power law relationships were observed in all three 
plots. These power laws took the following form:

AL= c*rD … 5

These power law relationships arose as a consequence of 
the fractal properties of the skeletons of simulated drought 
and flood of water bodies. The term ‘fractal’ implies that an 
object or pattern has self-similar or self-affine properties. 
Self-similar means that parts of an object are identical to the 
whole, and self-affine means that parts of an object resemble 

Figure 2. The generated simulated droughts of the water bodies at drought levels of: (a) 3; (b) 7; (c) 11 and (d) 15.

                                                          (a)                                       (b) 

                                                          (c)                                       (d) 
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Figure 3. The generated simulated flood of the water bodies at flood levels of: (a) 3;  (b) 7;  (c) 11 and (d) 15.

                                                          (a)                                       (b) 

                                                          (c)                                       (d) 

Table 1. Areas of the generated simulated drought and flood of water bodies.

             Level
  Area (pixels)

 Drought Flood

1 137837 137837
2 123336 152789
3 109565 167979
4 96328 183647
5 83764 199532
6 71844 215862
7 60839 232283
8 51141 249127
9 42863 265919
10 35980 283048
11 30230 300047
12 25380 317358
13 21220 334503
14 17737 351937
15 14794 369093
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Figure 4. Skeletons of the corresponding simulated drought in Figure 2.

                                                          (a)                                       (b) 

                                                          (c)                                       (d) 

Table 2. Basic measures of the skeletons of the generated simulated drought.

         Total   Average 
         Level length L Number N length AL
 (pixels)  (pixels)

1 2609 67 38.94
2 2437 67 36.37
3 2277 67 33.99
4 2147 67 32.04
5 2018 67 30.12
6 1866 68 27.44
7 1628 72 22.61
8 1341 72 18.63
9 1039 64 16.23
10 810 39 20.77
11 653 30 21.77
12 524 23 22.78
13 416 17 24.47
14 351 12 29.25
15 295 9 32.78
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Table 3. Basic measures of the skeletons of the generated simulated flood.

 Total  Average
         Level length L Number N length AL
 (pixels)  (pixels)

1 2609 67 38.94
2 2764 67 41.25
3 2918 66 44.21
4 3092 64 48.31
5 3269 61 53.59
6 3488 57 61.19
7 3674 54 68.04
8 3805 50 76.10
9 3981 45 88.47
10 4118 43 95.77
11 4220 42 100.48
12 4354 41 106.20
13 4524 39 116.00
14 4643 38 122.18
15 4740 37 128.11

Figure 5. Skeletons of the corresponding simulated flood in Figure 3.

                                                          (a)                                       (b) 

                                                          (c)                                       (d) 
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systematically squashed or stretched versions of the whole. 
Ideal fractals display similarity across an infinite range of 
scales, which is rarely seen in nature. Consequently, the 
ranges of fractality could be used to decipher characteristic 
scales and thresholds at which physical processes operate 
(Mandelbrot 1967, 1977, 1988). 

A fundamental characteristic of fractal objects is that 
their measured metric properties (in this case, the length 
of skeletons of the water bodies), are a power law function 
of the scale of measurement (in this case the drought/ flood 
level). In the case of skeletons of simulated drought and 
flood of water bodies, the relationship between the length 
of skeletons of water bodies and the drought/flood level 
was generalised by the power law in Equation 5. In this 
equation, c is a constant of proportionality, and D is the 
fractal dimension of the average length of the skeletons of 
simulated drought/flood of water bodies, which indicated 
the rate of change of average lengths of the skeletons over 
varying levels of drought/flood. Based on the set definition 
by Mandelbrot (1990), D has a positive value for increasing 
average lengths of skeletons, and a negative value for 
decreasing average lengths of skeletons. A positive fractal 
divergence implies that the water bodies were approaching 
convergence (self organised criticality), while a negative 
fractal dimension implies that the water bodies were 
approaching an empty set (Bak et al. 1987, 1998; Bak 
1996).

All the plots had power laws with high coefficients of 
determination R2, indicating that the variances of average 
lengths of skeletons were largely due to the drought/ flood 

process, rather than from other factors. However, the errors 
in the goodness of fit of the plots indicated that monofractals 
which assume that the object under consideration could 
be characterised by singular fractal dimensions, were not 
sufficient to characterise the skeletons of simulated drought 
and flood of water bodies.

Previous studies have shown that various natural 
processes operating at different scales have properties 
that deviate from monofractal dimension assumptions 
(Feder 1988; Mandelbrot 1989; Klinkenberg & Goodchild 
1992; Tchiguirinskaia et al. 2000; Sun et al. 2006). In 
the case of simulated drought and flood of water bodies, 
the water bodies at each level had time-dependant fractal 
dimensions. This indicated that multifractals (Mandelbrot 
1989; Harte 2001), characterising multiple fractal power 
laws, were more suited to water body characterisation. 
Multifractals has been employed in various applications 
in geomorphological analysis (Tchiguirinskaia et al. 2000; 
Parrileno & Vaughan 2002; Posadas et al. 2005; Abedini & 
Shaghaghian 2009).

In addition, fractal dimensions only measure the 
geometric complexity of the shape of skeletons of water 
bodies. Other factors, such as size and distribution, also 
affect drought and flood, and hence fractal dimension  
alone may not be sufficient for the characterisation. 
Mandelbrot (1982) pointed out that different fractal sets 
may share the same fractal dimension, but have significantly 
different appearances, and hence, introduced lacunarity 
analysis. Lacunarity is related to the distribution of gap 
sizes; low lacunarity implies homogeneity with similar 

Figure 6. Log-log plot of average length of skeletons of simulated flood AL against flood levels r.
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(b)

Figure 7. Log-log plots of average length of skeletons of simulated drought AL against drought levels r:  
(a) For drought levels of 1 to 9 and (b) For drought levels of 9 to 15.
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gap sizes, while high lacunarity implies heterogeneity. It 
has been demonstrated that object characterisation using 
a combination of fractal dimensions and lacunarity can 
provide good results (Keller et al. 1989; Dong 2000; Malhi 
& Román-Cuesta 2005; Chun et al. 2008).

ConCluSion

In this paper, the characterization of skeletons of simulated 
drought and flood of water bodies were performed. It was 
observed that as the drought level increased from 1 to 9, 
the average length of the skeletons was reduced due to 
reduction in the size of the water bodies and increase in 
the number of water bodies. As the drought level increased 
from 9 to 15, the average length of the skeletons increased 
due to vanishing of small water bodies. Flood caused an 
increase in the average length of the skeletons due to the 
merging of adjacent water bodies. Power law relationships 
were observed between the average length of the skeletons 
of the simulated drought/flood and the level of drought/
flood.  The scaling exponent of these power laws, which was 
named as a fractal dimension, indicated the rate of change 
of average length of the skeletons of simulated drought/
flood of water bodies over varying levels of drought/flood. 
However, the errors observed in the goodness of fit of the 
plots indicated that monofractals were not sufficient to 
characterise the skeletons of simulated droughts and floods 
of water bodies. Multifractals and lacuranity analysis are 
required for more accurate characterisation.

It is important to note that in this paper, drought and 
flood simulations were performed on the assumption that 
the floodplain regions which had a maximum gradient of 
less than 2º, approximate isotropic surfaces. However, that 
assumption does not hold for other areas with gradients 
higher than 2º. In those cases, drought and flood simulation 
will need to take into consideration the gradient computed 
from the corresponding elevation maps. Furthermore,  
while the study of the Gothavary river floodplain does 
provide interesting results in regards to a region that 
underwent significant spatio-temporal changes due to 
drought and flood, the conclusions drawn from the study 
of that region did not necessarily apply to all regions. At 
present, work is being done to study the multifractal and 
lacunarity of skeletons of simulated drought and flood 
of water bodies of regions of varying geomorphological 
topography. 
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D Fractal dimension of the average length of the skeletons of simulated drought/flood of 
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Antarctica is the fifth largest continent with unpredictable 
extreme weather conditions like low temperatures, strong 
winds, no access to water and long, dark winters. Thus, 
due to this harsh environment the development of flora 
in Antarctica is extremely poor and limited. However, 
environment conditions favour certain plant growth in 
Antarctica especially phytoplankton. 

In general, temperature, light and nutrients are 
important factors that normally affect algal growth. 
Nitrogen and phosphorus (plus Si for diatoms) are essential 
micronutrients that must be taken up from the environment 
for their growth and are most likely to limit the growth of 
phytoplankton. Ortho-phosphate is a form of phosphorus 
normally found in natural water. It plays an important role 
in most metabolic phases and is involved indirectly in the 
energy exchange reaction (Stewart 1974) while protein 
synthesis depends on the availability of nitrogen in the 
water system.  

Within normal limits, temperature also has a direct effect 
on the development of phytoplankton. Most of the cellular 
processes of the phytoplankton are temperature dependent 
and their rates accelerate exponentially with increasing 
temperature (Robarts & Zohary 1984). The combination 
of antifreeze and the ability to grow at low temperature 
indicates that Antarctic algae are adapted to cold. In order 
to grow in a wide range of temperatures, these algae form 
zygospores or resistant cells at low temperatures. Navicula 
UMACC 231 and Chlorella (UMACC 234 dan UMACC 
237) collected from this continent are able to grow in 
temperatures up to 30ºC (Teoh et al. 2004).

Light is also one of the essential resources often 
limiting the growth rate of algae and is also a major factor 
determining its photosynthetic rate. Kuhl (1968) recorded 
that the availability of light is important to accelerate the 
uptake of nutrients in phytoplankton. Microalgae in the 
Antarctic regions are exposed to very low temperatures 
throughout the year. 

Algal growth potential (AGP) tests have been applied 
in limnology since the 1960s (Klapwijk et al. 1989). Algal 
assay procedures to determine AGP were used to study the 
environmental requirements of plankton. It was also used 
to measure the growth potential as a general water quality 
parameter, and to determine the limiting nutrient factors 
(Veenstra 1981; Haan et al. 1982; Vries & Klapwijk 1987). 
Determination of AGP is based on the relationship between 
maximum production of biomass and uptake of nutrient for 
algal growth (Travieso et al. 1999). The objective of this 
study was to investigate the effects of nutrient (phosphorus 
and nitrogen) levels, temperature and light-dark cycle on 
the growth of Antarctic Chlorococcum sp. and to determine 
the optimum parameters for their maximum growth.

Materials and Method

Culture Conditions

The Antarctic Chlorococcum sp. was isolated from upper 
and middle areas of the ephemeral stream at Reeve Hill, 
near Casey Station, Antarctica. The stock culture was 
grown axenically in 1000 ml Erlenmeyer flasks containing 
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500 ml of Bold Basal Medium (BBM) (Andersen 2005) 
with continuous illumination (241 Lux) of white fluorescent 
light, at a constant temperature of 4ºC.
 

experimental design

Effects of nitrogen and phosphorus levels. Chlorococcum 
sp. was cultured separately in solutions with different 
concentrations of nitrogen and phosphorus as shown in 
Table 1, in which the elements (nitrogen and phosphorus) 
were varied in increments and fractions of two times the 
concentration of BBM medium.

Effect of temperature. Chlorococcum sp. was cultured in 
three replicates at 4ºC, 15ºC and 3ºC with the same range of 
phosphorus and nitrogen concentrations as in the previous 
experiment. These temperatures had been chosen as 4ºC 
was the summer temperature in Antarctica, 15ºC was the 
spring season in temperate conditions and 32ºC was the 
normal tropical temperature. 

Effect of light-dark cycle. Further experiments were done 
on the light-dark cycle with an equal 12 hour exposure to 
light and darkness, and total darkness (12 h: 12 h and 0 h: 
24 h light-dark cycle). 

For each of the experiments, three replicates of each 
concentration of phosphorus and nitrogen (Table 1), were 
grown separately in 200 ml Erlenmeyer flasks containing 
100 ml cultures using a 10% inoculum and manually agitated 
(Teoh et al. 2004) for 10 days. Preliminary experiments had  
shown that a stationary phase was reached after 10 days. 

analytical Methods

Growth determination. 200 ml of culture were filtered 
through cellulose membrane filters (0.45 µm pore size). 
The chlorophyll pigment was extracted by 90% acetone 
according to standard methods (APHA 1992). The 
absorbance value of extracted culture was measured 

using a spectrophotometer and calculated according to the 
following equation:

Ca = 11.85 (OD664) – 1.54 (OD647) – 0.08 (OD630) … 1

where,
 Ca = concentration of chlorophyll a (mg/l)
 OD664, OD647 and OD630 = corrected optical densities 

at the respective wavelengths.

Phosphate and nitrate uptake analysis. The concentra-
tions of ortho-phosphate in the samples were determined 
using the calorimetric method, while the concentration of 
nitrate was determined with calculated column reduction 
efficiency and nitrite concentration (APHA 1992). The 
uptake of nitrate and phosphate was determined by 
subtracting the amounts of each nutrient concentration at 
the beginning of the experiment with the concentrations 
that remained at the end of the experiment. 

The uptake of phosphate or nitrate = 
[A]I – [A]F  (mg NO3-N/l/mg PO4-P/l) … 2

where,
 [A]I = Initial concentration of NO3/PO4 in each 

treatment culture
 [A]F = Final concentration of NO3/PO4 in each 

treatment culture.

Calculation of algal growth potential. AGP can be 
derived from the reading of mean chlorophyll a based on 
this formula, 

Algal growth potential  = 1/n (ni–na) … 3

where,
 n = Time set of the experiment [as the time set of 

this experiment is only 1(10 days)], thus the 
value of n is 1

 ni = Final mean reading of chlorophyll a (mg/l)
 na = Initial mean reading of chlorophyll a.

Table 1. Concentrations of nitrogen and phosphorus for each treatment culture.

 Concentrations of nitrogen  Concentrations of phosphorus
 (mg NO3-N/L) (mg PO4-P/L)

 2.54  2.60
 10.77 13.00
 21.06  26.00
 41.67 (BBM) 52.00 (BBM)a
 82.82 104.00
 165.17 208.00
 329.87 416.00
 659.27 832.00
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result

aGP of Chlorococcum sp. under Various Concentrations 
of Phosphorus

Figure 1 represents the AGP of Chlorococcum sp. under 
various concentrations of phosphate at 4ºC with 12 h: 
12 h light-dark cycles. Maximum AGP (0.487 mg/l of 
chlorophyll a) was recorded at a low concentration of 
phosphate (2.6 mg PO4-P/l) and the lowest AGP recorded 
was 0.191 mg/l of chlorophyll a at 104 mg PO4-P/l.  The 
AGP of this algae grown at 4ºC with 12 h: 12 h light-dark 
cycle and at various concentrations of phosphate were not 
significantly different (p>0.05).  

In the dark experiment, the highest AGP (0.093 mg/l 
of chlorophyll a) was recorded at the same concentration 
of phosphorus under 12 h: 12 h experiment (Figure 
1). The value of AGP decreased to negative at certain 
concentrations of phosphorus (13, 16, 104 and 832 mg 
PO4-P/l). The AGPs attained were significantly (p<0.05) 
affected by temperature, light-dark cycle and phosphate 
level. The chlorophyll a concentrations and AGPs  
attained were significantly higher (p<0.05) in cultures 
grown on 12:12 h light-dark cycle than those grown in  
the dark. 

Further experiments at 15ºC showed that growth of 
Chlorococcum sp. was high at the lower concentrations 
of phosphorus. However, the species were unable to adapt 
to a higher temperature (32ºC) and died (Figure 2). The 
effects of temperature (4ºC, 15ºC and 32ºC) along with 
the 12 h exposure to lights and different concentrations of 
phosphate showed a significant difference to AGP (one-
way ANOVA).

aGP of Chlorococcum sp. under Various Concentrations 
of nitrogen

Experiments were then continued separately with various 
nitrogen concentrations added to the cultures with 12 h 
exposure of lights. The results obtained for AGP showed 
different trends compared to the previous experiment. 
The maximum AGP was attained by the cultures grown 
at 329.87 mg NO3-N/l. Growth of Chlorococcum sp. at  
32ºC was found  to be the lowest compared  to the growth 
at 4ºC and 15ºC. The alga did not grow at nitrogen 
concentrations of 82.82 mg NO3-N/l and 659.27 mg NO3-
N/l (Figure 3).

The cultures grown in 24 hour darkness attained the 
maximum AGP at 82.82 mg/l of chlorophyll a. The growth 
decreased at high nitrogen levels (>329 mg NO3-N/l) 
(Figure 4). In summary, the results showed that the AGP of 
Chlorococcum sp. was significantly affected (p<0.05) by 
nitrogen level, light-dark cycles and temperature.

disCussions

According to Kondol et al. (1984), algal assay is a useful 
method for identifying growth limiting nutrient. Estimation 
of AGP is of interest to estimate the maximum growth of 
useful species. It also can predict the maximum biomass 
of a harmful species (Maestrini et al. 1997). For instance, 
determination of the nutrients limiting AGP helps to focus on 
the proper mechanisms leading to the situation of interest. 

effect of Concentration of Phosphorus and nitrogen 
on the Growth of antarctic Chlorococcum sp.

The concentrations of nitrogen and phosphorus in the 
growth medium are important for biomass and the growth 
rate of algae. Metabolism processes in the cell depends on 
the phosphate and phosphorilate (Batterton & Van Baalen 
1967). Thus, the total phosphate available affects the 
metabolism process as well as the growth of the species.  
Previous research by Gerloff et al. (1950) showed that 
Coccochloris peniocystis required low concentrations of 
phosphate for maximum growth.
 

This finding was related to this experiment as 
Chlorococcum sp. attained the highest AGP at low 
concentrations of phosphate (2.6 mg/l). However, at 
15ºC and 4ºC experiments, Antarctic Chlorococcum sp. 
recorded a high growth rate and chlorophyll a content at 
the higher concentrations of phosphate. Dash et al. (1995) 
demonstrated that the growth rates and chlorophyll a content 
of both Chlorococcum and Scenedesmus increased when 
the cultures were grown in medium with excess of nitrate, 
phosphate and EDTA. Chlorococcum tended to grow better 
in a medium with high concentrations of phosphate. 

Algae however require higher concentrations of nitrogen 
compared to other elements such as phosphorus and sulphur 
(Gerloff et al. 1950). In order to attain maximum growth, 
this nutrient needed to be supplied continuously at high 
concentrations. Low concentrations of nitrate or nitrogen 
will inhibit algal growth and lead to mortality. In this 
study, the nitrate content of Chlorococcum sp. as recorded 
was 36.8 mg/l but the concentrations could be different 
depending on the other environmental factors such as light 
and temperature.

effect of temperature on the Growth of Chlorococcum 
sp.

Ecologically, the average temperature for algal growth is very 
important as it will show the range of temperatures where 
the alga can undergo their metabolic pocess actively (Brock 
1974). Reactions that involve enzymes in photosynthesis 
mostly depend on the temperature (Nielsen & Jørgansen 
1968). The maximum activity of RuBP carboxylic limited 

paper 9.indd   76 7/31/2010   9:26:58 PM



Figure 1. Effect of phosphate concentrations on the AGP of Chlorococcum sp. grown at different temperatures.
 

Figure 2. Effect of phosphate concentration on the AGP of Chlorococcum sp. grown on different  
light-dark cycles (12 h: 12 h versus 0 h: 24 h). 
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Figure 3. Effect of nitrogen concentrations on the AGP of Chlorococcum sp. grown at different temperatures.

Figure 4. Effect of nitrogen concentration on the AGP of Chlorococcum sp. grown on  
different light-dark cycles 12 h: 12 h versus 0 h: 24 h). 
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the photosynthetic rate at 4ºC for diatoms from Antarctica 
while temperate species showed maximum activity at 20ºC 
(Descolas-Gros & de Billy 1987). According to Seaburg 
et al. (1981), most of the terrestrial and aquatic habitat in 
Southern Victoria Land, Antarctica was maintained under 
the freezing point for at least 9 months every year because 
of cold weather and high elevation. Order Desmarestiales 
from Antarctica was able to grow at temperatures as low as 
0 – 15ºC (Wiencke & Dieck 1989). 

In this experiment, Antarctic Chlorococcum sp. grew 
well at low temperatures and a higher temperature (32ºC) 
led to mortality. At 4ºC, photosynthetic activities were 
more energetic and increased chlorophyll a contents.

 
effect of light on the Growth of Chlorococcum sp.

The experiments indicated that Chlorococcum sp. grew 
better with exposure to light compared to total darkness. 
The photosynthetic rate of the species was higher with 
the availability of light, as it increased the chlorophyll a 
and biomass of the species. Based on previous research, 
Antarctic Chlorococcum sp. was able to adapt to total 
darkness by changing its physiology to grow under extreme 
weather. Other suggested mechanisms for the growth of 
algae without light was by lowering their respiration rate 
and heterotrophic activities (Dehning & Tilzer 1989) as 
well as preserving their ability for photosynthesis. This 
algae are able to continue photosynthesizing when there 
was a good supply of light (Tilzer et al. 1977).

The decrease of AGP at a concentration of 36.8 
mg/l of nitrate showed that Chlorococcum sp. could 
photosynthesize. According to Dehning & Tilzer (1989), 
if the alga were left in darkness, the ability to grow will 
be decreased and the cells will die. Somehow, after being 
exposed back to light, one third of the alga will start to 
grow again. 

ConClusion

This study showed that temperature was the dominant 
factor in limiting the growth of Chlorococcum sp.  
Maximum growth was attained by this alga when cultured 
at a high concentration of nitrate (329.87 mg/l) and a low 
concentration of phosphorus (2.6 mg/l), at 4ºC under  
12 h:12 h light-dark cycle. The growth of this Antarctic 
alga was inhibited at 32ºC.  
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Elevated temperatures have a significant effect on 
microalgae, causing photoinhibition before other cell 
functions are impaired (Harrison & Platt 1986, Davison 
1991). Extreme temperatures limit electron transport and 
carbon fixation by reducing the ability of the algae to 
use light. This results in excess light energy and causes 
photoinhibition by damaging the Photosystem II (PSII) 
apparatus (Levasseur et al.  1990;  Anning et al.  2001). PSII 
is the most thermo-sensitive component of photosynthesis 
(Falkowski & Raven 1997). Temperature influences algae 
photosynthesis by changing the photosynthetic rate, or by 
inducing phenotypic or genotypic changes among algae 
species (Davison 1991). In a review by Eppley (1972), the 
author concluded that phytoplankton cultures grown at low 
temperature showed low Pmax and low saturating intensity 
for photosynthesis. The changes in Pmax with temperature 
were caused by effects on the enzymatic complex of 
inorganic carbon fixation (Davison 1991). Algae show 
different photosynthetic responses when exposed to 
temperatures above and below their optimal temperature. 
High temperatures may cause instability in the structure 
of the thylakoid membrane, primarily by affecting the 
composition of membrane lipids (Jensen & Knutsen 1993; 
Kirk 1994; Falkowski & Raven 1997). Davison (1991) 
suggested that elevated temperatures were able to modulate 
the cellular concentrations of RUBISCO and Calvin cycle 
enzymes that directly decreased the effective quantum yield 
(∆F/Fm'). Theoretically ∆F/Fm' is the operating quantum 

efficiency of PSII; as such, it is a measure of the proportion 
of light absorbed by PSII that is used for photochemistry 
rather than being quenched (Maxwell & Johnson 2000). 
Thus a decrease in the ∆F/Fm' may suggest damage to 
PSII or increased quenching activity (NPQ) (Ralph et al.  
2005; Campbell et al. 2006). For example, El-Sabaawi & 
Harrison (2006) observed a decline in ∆F/Fm' of sub-artic 
diatoms species when exposed to temperatures from 4ºC 
to 20ºC. Microalgae exposed to extreme low temperatures 
lose flexibility in their membranes which then become 
crystalline or freeze (Falkowski & Raven 1997). The 
response of photosynthesis to temperature is also dependent 
on the available light, with the response at sub-saturating 
light levels being very different from that at saturating light 
levels (Davison 1991). 

The benthic microalgal communities near Casey 
Station, eastern Antarctica, experience extreme variations 
in photoperiod and range of irradiance, ranging from low 
irradiances under ice cover in winter to high irradiance 
after the ice melts away or breaks up in spring. Irradiance 
on the sea floor has been reported to vary from 2 µmol 
photons m–2 s–1 under ice cover to 308 µmol photons m–2 
s–1 in the absence of ice at depths of approximately 10 m 
(McMinn et al. 2004). Despite experiencing such extreme 
changes, the microalgal communities were able to adapt to 
both low and high irradiances. They were able to regulate 
their irradiance absorption efficiencies in response to the 
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Elevated temperature affects marine benthic algae by reducing growth and limits the transport of electron or 
carbon fixation which may reduce the ability of the cell to use light. This resulting excess light energy may cause 
photoinhibition. In this study, the photosystem II of the benthic microalgal communities from Casey, eastern 
Antarctic were relatively unaffected by significant changes in temperatures up to 8ºC, along with high PAR 
level (450 µmol photons m–2 s–1). Similarly, the community was able to photosynthesize as the temperature was 
reduced to –5ºC. Recovery from saturating and photoinhibiting irradiances was not significantly influenced by 
temperatures at both –5ºC and 8ºC. These responses were consistent with those recorded by past experiments on 
Antarctic benthic diatoms and temperate diatoms which showed that climate change did not have a significant 
impact on the ability of benthic microalgae to recover from photoinhibitory temperature stress.
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amount of irradiance to maximize their photosynthetic 
capacities (Glud et al. 2002; McMinn et al. 2004). McMinn 
et al. (2004) for example, found that the photosynthetic 
efficiencies (α) of benthic microalgae from areas with ice-
cover were 50% greater than those from ice free areas at 
Casey, Antarctica. 

The introduction of the pulse-amplitude modulated 
(PAM) fluorometer, has allowed researchers to study the 
activity of PSII, based on the direct and non-destructive 
determination of variable chlorophyll a fluorescence 
indices (Consalvey et al. 2005).  The technique was 
originally introduced by Schreiber et al. (1986) for the 
study of terrestrial plant photosynthesis, but since then it 
has been applied to numerous aquatic autotrophs (McMinn 
et al.  2005a, 2005b; McMinn et al.  2003; McMinn et al.  
2004; McMinn & Hegseth  2004; McMinn et al.  2005a, 
Consalvey et al.  2004a, 2004b; Consalvey et al.  2005; 
Ralph & Gademann 2005). Many studies have used rapid 
light curve (RLC) and this has been found to be a useful  
tool for the study of photosynthetic activity in benthic 
microalgae (Perkins et al. 2006; McMinn et al. 2004b; 
Serôdio et al. 2005; Jordan et al. 2008). Although a 
number of studies have examined the relationship  
between temperature, algal growth rate and photosynthesis, 
most of them were carried out on single species cultures. 
In this study, the effects of temperature and light were 
conducted on natural, species-rich benthic microalgal 
communities.

MATERIALS AND METHODS

Experimental Design 

Sample collection and laboratory experiments were 
conducted during the Austral summer 2006. The sediments 
containing microalgae were collected from Brown Bay, 
Casey, Antarctica (Figure 1) and exposed to temperatures 
of –5ºC, –1.8ºC and 8ºC for the duration of four hours. The 
top 10 mm of the sediment samples were suspended in a 
beaker and the excess seawater removed. The concentrated 
sediment samples were then transferred into a transparent 
20 ml glass vial. Filtered seawater was added to each vial 
and the vials were placed in three chambers of different 
irradiance in a temperature-controlled waterbath (Lauda 
20 L, Brinkmann Lauda Inc. Konigshoven, Germany). 
The waterbath was filled with a mixture of methanol:water 
(1:4) to prevent the water from freezing. Triplicate sample 
vials were placed in each irradiance chamber. Irradiance 
intensities that were used in this experiment were 0 µmol 
photons m–2 s–1 and 450 µmol photons m–2 s–1, which were 
provided by a halogen lamp (Thorn 300W, Borehamwood, 
UK). The irradiance of each chamber was adjusted by 
the addition of a number of layers of dark plastic filter. 
These filters also assisted in reducing the heat produced 
by the halogen lamps. The irradiance in each chamber  

was measured with a LI-COR Quantum-Light Metre  
(Model L1-189). At the end of each incubation temperature, 
a replicate was transferred into a cuvette for photosynthetic 
analysis. A PAM fluorometer was used to determine the 
quantum yield at the end of each temperature treatment. 
RLCs were run to obtain values for effective quantum 
yield (∆F/Fm’), relative electron transport rate (rETRmax), 
photosynthetic efficiency (α) and photoacclimation index 
(Ek). Before measurement, the samples were gently 
shaken to ensure even mixing and to limit settlement, then 
placed inside the measuring cuvette of the Water PAM 
fluorometer. 

Chlorophyll Fluorescence Measurement

The PAM fluorometer uses a weak measuring light (0.15 
µmol photons m–2 s–1) to measure the minimum fluorescence 
yield (Fo, open PSII reaction centres), while a saturating 
pulse (>3000 µmol photons m–2 s–1 for 0.8 s) is used to 
determine maximum fluorescence (Fm in the dark) when all 
PSII reactions centres are closed. Maximum fluorescence 
(Fm) is achieved by exposing the dark adapted sample to a 
pulse of intense irradiance. The maximum quantum yield 
of PSII is defined as:

Fv /Fm = (Fm – Fo ) / Fm … 1

To measure the Fv /Fm, benthic microalgae is dark adapted 
for approximately 15 minutes. During this period, electron 
transport stops, thus eliminating the trans-thylakoid pH 
gradient and allowing the full reduction of the primary 
electron acceptor QA. A fifteen minute dark adaption 
period has been suggested to be adequate by a number of 
studies as this is thought to be sufficient to result in a stable 
level of QA oxidation and hence a true measurement of 
Fo (minimum fluorescence) can be obtained (Kromkamp 
et al. 1998; Consalvey et al. 2005; McMinn & Hegseth 
2004; McMinn et al. 2005a; McMinn et al. 2005b; Jordan 
et al. 2008). If a sample is exposed to additional in-situ 
actinic light, a similar saturating pulse will lead to a lower 
maximum fluorescence, Fm’, that provides a measure of 
the effective quantum yield (∆F/Fm’) and is derived by the 
following equation: 

(Fm’– Fo’)/Fm’ where Fm’– Fo’= Fv 
(Genty et al. 1989). … 2

Under most physiological conditions, ∆F/Fm’ is linearly 
correlated with the yield of carbon assimilation (Genty  
et al. 1989). Quantum yield of PSII is also a measure of the 
rate of charge separation in PSII (Bradbury & Baker 1981). 
Adverse environmental conditions such as high light with 
extreme temperatures can modulate cellular concentrations 
of RUBISCO that directly affect PSII. Therefore, a decrease 
in ∆F/Fm’ values indicates irreversible damage to PSII, 
which could lead to photoinhibition.
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RLCs were undertaken on all samples (Schreiber et al. 
1997). A RLC is light treatment with eight consecutive  
10 s intervals of actinic light of increasing intensity with an 
accompanying yield measurement at the end of each actinic 
exposure. Light emitting diodes provide the eight step-wise 
increments of actinic light at 0, 85, 125, 194, 289, 413, 517, 
1046 and 1554 µmol photons m–2 s–1. Relative electron 
transport rate (rETR) at a given irradiance is given by:

rETR = ∆F/Fm’ × PAR … 3

RLCs provide a snapshot of the physiological state of 
a plant and its ability to adapt its photosynthetic apparatus 
to rapid changes in irradiance. Rapid light curves can be 
described using several characteristic parameters such as 
α (photosynthetic efficiency), rETRmax (relative electron 
transport rate) and Ek (photoacclimation index), by fitting 
the rETR and irradiance data to a single exponential decay 
function (McMinn & Hegseth 2004; McMinn et al.  2005b; 
Ralph & Gademann 2005). In this study, data were exported 
from WinControl (Walz, Effeltrich, Germany) into SPSS 
(SPPS 16.0 for Macintosh, SPSS Inc). Empirical data was 
mathematically fitted to an exponential decay function 
(Platt et al. 1980), using a Marquardt-Levenberg regression 
algorithm:

P = Pm (1–e–(αEd/Pm)) … 4

Pm is a scaling factor defined as the maximum potential 
rETR (rETRmax) in the absence of photoinhibition and 
represents the photosynthetic capacity at saturating light; 
α is the initial slope of the RLC before the onset of 
saturation (light limiting condition efficiency) and Ed is 
the down-welling irradiance (400 nm – 700 nm). Ek is the 
photoadaptive index or minimum point of light saturation 
(Falkowski and Raven 1997) and is described by the 
following equation:

Ek = rETRmax / α … 5

NPQ (non-photochemical quenching) is a measurement 
of the activity of the protective mechanism which is designed 
to protect against over-reduction of the photosynthetic 
electron transport chain by dissipation of excess absorbed 
light energy in the PSII antenna system as heat (Demmig-
Adams & Adams 1992). NPQ was determined by the 
following equation:

NPQ = (Fm–Fm’) / Fm’ (Schreiber 2004) … 6

Analysis of the Rate of Recovery

The method of determining and analyzing the rate of 
recovery was adapted from McMinn & Hattori (2006). 

Figure 1. Location of sampling area in Brown Bay, near Casey Station, Antarctica.
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The measurement of recovery from photoinhibition was 
made using the pre-installed routine RLC + recovery of 
the water-PAM (Walz, Effeltrich, Germany). After the last 
actinic light period of the RLC, the sample was left in the 
dark while Fv/Fm was determined after 30, 60, 180, 300 
and 600 s. The rate of recovery from photoinhibition was 
calculated following Oliver et al. (2003): 
 

Φt = ΦI + (ΦM – ΦI) (1 – e –rt )  … 7

where, 
Φt is the given value of Fv /Fm at time t (s), ΦI is the initial value 
of Fv /Fm before recovery measurements have commenced, 
ΦM is the fully recovered value and r is an exponential rate 
constant for the recovery of Fv /Fm from photoinhibition 
(s–1). This formula assumes that the recovery rate of Fv /Fm 
is dependent on the degree of damage.

Statistical Analysis

Mean and standard deviations were calculated from three 
independent replicates. To evaluate the effects of temperature 
and irradiances (fixed factor) on the photosynthetic 
parameters (ΔF/Fm’, α, rETRmax and Ek), NPQ and recovery, 
a two-way analysis of variance (ANOVA) was used. 
Differences were accepted as significant at P<0.05 unless 
otherwise stated. 

RESULTS

The effects of temperature and irradiance on all the 
photosynthetic parameters are presented in Figure 2a 
to 2f. Decrease in values was observed in a majority of 
the parameters at temperatures of –5ºC and 8ºC. These 
reductions caused by adverse temperature, however, 
did not enhance photoinhibition. Although significant 
differences (ANOVA, P<0.05) were observed in ∆F/Fm' 
values, no photoinhibition occurred as the microalgae were 
able to recover after each treatment. At temperatures of –5 
and –1.8ºC, higher values of ∆F/Fm’ were observed in the 
dark adapted samples (Figure 2a). In summary, ∆F/Fm' was  
more affected by warmer temperatures than colder 
temperatures. In contrast to the ∆F/Fm' microalgae 
incubated in ambient temperature (–1.8ºC) showed lesser 
ability to utilise the given irradiance by comparison  
to –5ºC and 8ºC. This was seen in the α values in  
Figure 2b. Effects of temperature were more significant 
(ANOVA, P = 0.0178) by comparison to between 
irradiances (ANOVA, P = 0.5771). Temperatures up 
to 8ºC were found to have a greater effect on rETRmax 
(photosynthetic capacity) by comparison to –5ºC  
(Figure 2c) although, there were significant differences 
(ANOVA, P = 0.0016) between all temperatures. The 
photoacclimation index (Ek) showed a consistent trend 
when higher values were obtained in high irradiance 

adapted microalgae. Only the microalgae incubated in 
ambient temperature (–1.8ºC) and high irradiance showed 
the ability to adapt to the given experimental irradiance 
condition, where Ek values were almost similar to the 
experimental irradiance (Figure 2d). Significant (ANOVA, 
P = 0.0013) effects between temperatures were observed in 
the Ek values. Figure 2e shows that the ability to dissipate 
excess light energy via NPQ was affected by the adverse 
temperatures (–5ºC and –1.8ºC). However, in colder and 
ambient temperatures, microalgae showed a better ability 
to recover than at warmer temperature (Figure 2f).   In 
summary the data showed that photosynthetic activity was 
still present at high irradiance and temperature indicating 
no severe photodamage had occurred. 

DISCUSSION AND CONCLUSION

Benthic microalgae in Antarctic shallow areas are naturally 
exposed to extremes of temperatures and irradiances. 
However, despite these difficult conditions, in-situ 
photoinhibition was rarely recorded, mostly due to the 
ability of microalgae to migrate away from irradiance 
into the sediments and activation of non-photochemical 
quenching (Longi 2003; McMinn et al. 2004). In this 
current experiment, although the benthic microalgae were 
exposed to unnaturally low and high temperatures, they 
were quite resilient to the damaging effects. The PAM 
analyses showed that photosynthetic activity could be 
activated and photoinhibition did not occur at either low 
or high temperatures. Supporting this observation, the 
effective quantum yield (ΔF/Fm’) in the experiments did 
not indicate any significant effect of temperature stress, 
thus indicating that these adverse temperatures were 
unable to enhance photoinhibition. Furthermore, Ralph  
et al. (2005) showed that the ∆F/Fm’ of sea ice communities 
was stable when exposed to temperatures down to –5ºC for 
up to two hours. The decrease in effective quantum yield 
at high irradiance may also be a mechanism of protection 
against excessive light absorption (El-Sabaawi & Harrison 
2006). This decrease by high irradiance was only observed 
at temperatures of –5ºC and –1.8ºC. At a higher temperature 
(8ºC), microalgae were able to utilize the absorbed light 
energy efficiently for photochemical processes, whose 
lower values were observed in darkness experiments. This 
indicated that, although being exposed to high temperature 
and irradiance, the photosystem II of the Antarctic benthic 
microalgae not photoinhibited but was able to effectively 
utilise the absorbed light energy to photochemically fix and 
store carbon.

Apart from efficiently utilizing absorbed light energy 
for photosynthesis, the microalgae have the ability to 
control the amount of light absorption. This process is 
controlled by the light harvesting pigment complexes that 
are responsible for the changes in the ratio and quantity 
of several photosynthetic pigments. In this experiment, 
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Figure 2. Derived photosynthetic parameters of RLC from temperature experiments. Parameters were plotted against experimental 
temperatures (–5, –1.8, and 8ºC) at irradiances of 450 µmol photons m–2 s–1 (yellow bar) and 0 µmol photons m–2 s–1 (black bar)  

(a) Effective quantum yield (∆F/Fm’), (b) Photosynthetic efficiency (α), (c) Relative electron transport rate (rETRmax),  
(d) Photoacclimation index (Ek), (e) Non-photochemical quenching and (f) Rates of recovery (r). Values are means ± SD (n=3).                               
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although significant differences were observed between 
temperatures, temperatures up to 8ºC, did not affect the 
microalgae’s ability to absorb light for photosynthesis. 
Supporting this observation, high values (0.222 ± 0.04) 
were obtained at 8ºC and at high irradiances. Past studies 
have shown that the algae developed specific ways to 
cope with temperature by inducing change in their energy 
requirements (Levasseur 1990). Ralph et al. (2005) showed 
that brine microalgae which were exposed to –1.8ºC and 
–5ºC showed significant tolerance to high irradiance, as 
shown by the stable photosynthetic efficiency. Furthermore, 
the short-term (four hour) incubation may not have been 
sufficiently extensive to affect the irradiance harvesting 
efficiency of the cells as was observed by Anning et al. 
(2001) in temperate cultures of Chaetoceros calcitrans 
whose cells were incubated for 4 to 7 days at 6ºC and 25ºC. 
If incubated for a longer duration, it is possible that the α 
value may be affected by temperature thereby giving the 
cell enough time to acclimatize to a given temperature as 
observed by other studies (Mock & Hoch 2005; Claquin  
et al. 2008).

The increase in irradiance apparently affected the 
photosynthetic capability thus reducing the rETRmax values 
especially at temperatures of –1.8ºC and 5ºC. Adverse 
temperatures lead to an impairment of membrane functions, 
thereby limiting the efficiency of electron transport carriers, 
which affects the photosynthetic rate (Davison 1991; Kirk 
1994; Ibelings 1996). These effects were observed in both 
colder and warmer temperatures as significant decreases 
were observed. Although the cells were able to absorb and 
utilise the light energy, adverse temperature had reduced 
the photosynthetic rate. As it was previously suggested that 
the maximum rate of photosynthesis was determined by the 
rate of carbon fixation, which was controlled by RUBISCO 
activity, thus a decrease in rETRmax might have a decrease 
in the activity of RUBISCO (Davison, 1991). Changes in 
Ek values were paralleled to the rETRmax values, since Ek 
values were derived from rETRmax/α. Ek values provide 
an indication of the irradiance at which energy is diverted 
from photochemistry to heat dissipation and represents 
the degree of acclimation to ambient irradiance climate 
(Schreiber et al. 1995). Values are used as an indicator 
of the photoacclimatization status of microalgae with 
higher values of Ek indicating acclimatization to higher 
irradiance (Seradio et al. 2004).  Most algal communities 
are able to constantly adjust their metabolism to maximize 
their response to irradiance. Falkowski and Raven (1997) 
indicated that the light saturated rate of photosynthesis was 
strongly affected by temperature, where Ek increased as the 
temperature increased. That effect was however, absent in 
this study. Temperatures  lower and higher than ambient 
(–1.8ºC) reduced the ability of microalgae to adjust their 
metabolism to maximize their response to irradiance. At 
ambient temperature, Ek values were similar to the given 
experimental irradiance indicating that acclimatization to 
experimental irradiance had occurred. 

The adverse effects of high temperatures and irradiance 
can be minimized if non-photochemical quenching (NPQ) 
is activated. NPQ helps to regulate and protect Photosystem 
II against photoinhibition. When the light energy absorption 
exceeded the capacity for light utilization, NPQ was 
activated to dissipate the excess energy (Muller et al.  2001). 
NPQ activity is present in both low and high temperatures. 
These adverse temperatures, however, had obviously 
affected NPQ activation as decreases were observed in 
colder and warmer temperatures. It has been suggested that 
exposure to direct sunlight under low temperature can be 
particularly damaging to the photosynthetic apparatus, and 
this is expected to slow down the photoprotective response 
under high irradiance (Serôdio et al. 2005). These effects 
were seen in microalgae which were exposed to both high 
irradiance and low temperatures concurrently. In summary, 
there was no severe photoinhibition in all treatments since 
the microalgae were able to recover. The lack of recovery 
of microalgae exposed to adverse temperatures indicates 
that photosynthetic enzymes may have been de-activated 
or damaged. However, in this current study, the reduction 
in the photosynthetic parameters and low rate of recovery 
at adverse temperatures were both characteristics of 
reversible photoinhibition. Slower recovery indicated 
that the community might be experiencing reversible 
photoinhibition and change in energy distribution in the 
PSII. Faster recovery indicated that the community was 
able to acclimatize to the given stress conditions. Samples 
exposed to 450 µmol photons m–2 s–1 and –5ºC were able 
to recover the fastest in the temperature treatment. Warmer 
temperatures (8ºC) were seen to have reduced the recovery 
rates, thus indicating damage to D1 protein in the microalgae 
caused by high irradiance and temperatures. That indicated 
high temperatures exacerbated the effects of high irradiance 
and reduced the ability of the microalgae to recover. It has 
been indicated that exposure to high irradiance leads to 
PSII damage and D1 protein degradation, while the repair 
to DI protein is temperature dependent, with extreme 
temperatures decreasing the rate of repair (Campbell et al.  
2006).

In summary, the benthic microalgal community at 
Brown Bay, Casey showed the ability to photosynthesize 
in high stress conditions, such as exposure to extreme 
irradiance and temperature. Although the community was 
able to acclimatize and avoid severe photoinhibition, a 
reduction in the photosynthetic rate could occur and hence, 
reduce the ability of the cell to adapt to the given irradiance 
at adverse temperatures. Thus, prolonged exposure might 
reduce the photosynthetic rate, decrease the growth rate 
and finally alter the composition of the community.  
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MAHATHIR SCIENCE AWARD 2011
Invitation for Nominations

The Academy of Sciences Malaysia (ASM) is a body set up with a mission that encompasses 
pursuit, encouragement and enhancement of excellence in the fields of science, engineering 
and technology for the development of the nation and the benefit of mankind.  The 
Academy has instituted the Mahathir Science Award (formerly known as ASM Award for 
Scientific Excellence in honour of Tun Dr Mahathir Mohamad) in recognition of scientists/
institutions who have contributed to cutting-edge tropical research that have had an impact 
on society.   

This Award is Malaysia’s most prestigious Science Award for tropical research launched 
in honour of Tun Dr Mahathir Mohamad who promoted and pursued with great spirit and 
determination his convictions in science and scientific research in advancing the progress 
of mankind and nations. Tun Dr Mahathir was the major force and the man who put into 
place much of the enabling mechanisms for a scientific milieu in our country.   

This Award will be given to researchers who have made internationally recognised 
breakthroughs in pioneering tropical research in the fields of Tropical Medicine, Tropical 
Agriculture, Tropical Architecture and Engineering, and Tropical Natural Resources.

One Award will be conferred in 2011 covering any of the above four fields.  The Award 
carries a cash prize of RM100 000, a gold medal and a certificate.

NOMINATION CRITERIA

 • Awards will be given to researchers who have made internationally recognised 
breakthroughs in pioneering tropical research that have brought greater positive 
impacts on the well-being of society.

 • Nominations can be made by individuals or institutions.

 • A recipient could be an individual or an institution.

Nomination forms may be downloaded from the Academy’s website:  
www.akademisains.gov.my

Closing date: 31 March 2011

For more information, please contact:
Academy of Sciences Malaysia
902-4, Jalan Tun Ismail, 50480 Kuala Lumpur
Tel : 603-2694 9898;  Fax : 603-2694 5858
E-mail: seetha@akademisains.gov.my 
             admin@akademisains.gov.my 
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22nd Pacific Science Congress

Asia Pacific Science in the New Millenium: Meeting the Challenges of 
Climate Change and Globalisation

14 –18 June 2011, Kuala Lumpur, Malaysia

The Congress will provide an inter-disciplinary platform for scientists 
from the region to discuss and review common concerns and priorities; 
bring together scientists from remote states; and serve as a catalyst for  
scientific and scholarly collaboration and to announce and establish new 
research initiatives. The Pacific Science Association (PSA) focuses on 
countries bordering the Pacific Ocean and the islands of the Pacific basin. 
PSA is a regional, non-governmental, and a scholarly organization that 
seeks to advance S&T in support of sustainable development in the Asia 
Pacific.

Sub-themes will include topics on:
 • A Changing Climate:  Climate science; Physical impacts; Ecosystem responses; Mitigation and adaptation strategies, 

Climate policies, Vulnerable human populations
 • Global Change & Ecosystems: Biodiversity, Landscape Systems, Ecosystem Services, Coupled Human-Natural 

Systems, Invasive Species, Museum collections and barcoding 
 • Oceans: Coral Reefs, Ocean Acidification, Large Marine Ecosystems, Marine Biotechnology; Fisheries, Marine 

Mammals
 • Earth Systems & Risk Management:  Earth Science and Geophysics, Meteorology, Natural Hazards, Integrated 

Disaster Risk Reduction 
 • Globalization: Human populations, Population movement, Urbanization, Megacities, Gender, Economics and trade, 

Governance issues, Challenges of small island states, Human security, Poverty alleviation  
 • Resource Constraints & Sustainability: Millennium Development Goals, Water, Agriculture, Food, Energy, 

Integrated Coastal Zone Management, Ecological economics
 • Health Challenges: Persistent and emerging infectious diseases, HIV/AIDS, Chronic and lifestyle diseases, 

Microbiology, Medical tourism, Telemedicine 
 • Science for Policy and the Future: Science communication, Science education, Building science capacity, Science 

and the media, Traditional knowledge, Data access and management, Intellectual property, Universality of 
science, Frontiers of science (complexity science, materials science, biotechnology)

Schedule and Programme:
Both plenary and parallel sessions, invited lectures, poster sessions, with at least one session open to the public and an 
optional post-congress field excursion will be planned. Various symposia will also be organized around the sub-themes.
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Enquiries:
Congress Secretariat
22nd Pacific Science Congress
c/o Academy of Sciences Malaysia
902-4, Jalan Tun Ismail
50480 Kuala Lumpur
Malaysia

Tel : (603) 2694 9898
Fax : (603) 2694 5858

e-mail:  nasa@akademisains.gov.my; fardy@akademisains.gov.my   
Website: www.akademisains.gov.my

Important Dates:
15-1-2011: Deadline for Submission of Abstracts
15-3-2011: Notification of Acceptance of Abstracts
31-3-2011: Deadline for Early-bird Registration
18-5-2011: Deadline for Late Registration
18-5-2011: Deadline for Refunds for Cancelled Registrations.
Website: www.22ndpsc.net
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MALAYSIAN SCIENCE AND TECHNOLOGY CONGRESS 2010
9–11 NOVEMBER 2010 

The Science and Technology Congress (MSTC) is the major event of the Confederation of the Scientific and Technological 
Association in Malaysia (COSTAM) and has been held for nearly three decades. The Congress is to showcase the scientific 
and technological research activities in the country, especially under the MOSTI research grants and the Scientific 
Advancement Fund Allocation for Fundamental Science Research (SAGA), and also related to the Malaysian Development 
Plan 2005–2010. This year’s Congress is unique in that it focuses on the “Emerging and New Innovative Technologies”.

MSTC 2010 (organised by COSTAM, MOSTI, ASM and MSSA) will focus on:
 • Plenary or keynotes by leading scientists i.e. Fellows from the Academy of  Sciences Malaysia (ASM)
 •  Research papers or reviews by scientists and technologists
 •  Papers by researchers specially those who have received MOSTI grants and e-Science fundings
 • Researchers below 40 years of age are encouraged to present their findings. Special recognition will be given to the 

outstanding papers by this group.

INVITATION TO PRESENT R&D PAPERS
Papers are invited in the following areas:
 •  Agro and natural resource based sciences
 •  Applied sciences
 •  Biology, chemistry, mathematics and physics
 •  Biomedical sciences
 •  Earth and space sciences
 •  Engineering materials, photonics and semi-conductors
 •  Electronics and bio-sensors
 •  Emerging and new innovative technologies
 •  Nano science and technology; and 
 •  Sustainable technologies.

DEADLINE FOR ABSTRACT AND FULL PAPERS
Deadline for Abstract: 31 August 2010
Deadline for Full Papers: 31 September 2010

Please e-mail abstract to: malsci@tm.net.my;  abih86@yahoo.com
Registration and other details: 
E-mail: malsci@tm.net.my; hamid929@salam.uitm.edu.my; abih86@yahoo.com; 
Tel: 03-7955  0576; Fax: 03-7954 6440
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Mosquitoes and Mosquito-borne Diseases:
Biology, Surveillance, Control, Personal and
Public Protection Measures

 F.S.P. Ng and H.S. Yong (Editors) 
(2000)

ISBN 983-9445-05-7
Price: RM60.00 / USD20.00

Budaya Kreativiti: Pameran Seratus Tahun
Hadiah Nobel 

Ulf Larsson (Editor) 
(2004)

ISBN 983-9445-09-X
Price: RM50.00 / USD15.00

Mahathir: Kepimpinan dan Wawasan 
dalam Sains dan Teknologi 

Abdul Aziz Abdul Rahman  
dan Sumangala Pillai 
(1996)

ISBN 983-9319-09-4
Price: RM100.00 / USD30.00

Soils of Malaysia: Their Characteristics and 
Identification (Vol. 1)

S. Paramananthan
(2000)

ISBN 983-9445-06-5
Price: RM100.00 / USD30.00

Mahathir: Leadership and Vision in  
Science and Technology 

Abdul Aziz Abdul Rahman and 
Sumangala Pillai

(1996)

ISBN 983-9319-09-4
Price: RM100.00 / USD30.00

CD Kompilasi estidotmy 

Edisi 1 – 94, 2002–2009
Price: RM40.00 

Freshwater Invertebrates of the  
Malaysian Region

Catherine M. Yule and Yong Hoi Sen 
(2004) 

ISBN 983-41936-0-2
Price: RM180.00 / USD52.00

Bencana Tsunami 26.12.04 di Malaysia:  
Kajian Impak Alam Sekitar, Sosio-Ekonomi  

dan Kesejahteraan Masyarakat

Ibrahim Komoo (Editor)   
(2005)

ISBN 983-9444-62-X
Price: RM100.00 / USD30.00
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The 26.12.04 Tsunami Disaster in Malaysia:  
An Environmental, Socio-Economic and  
Community Well-being Impact Study

Ibrahim Komoo and Mazlan Othman (Editors) 
(2006)

ISBN 983-9444-62-X
Price: RM100.00 / USD30.00

Tropical Horticulture and Gardening

Francis S.P. Ng 
(2006)

ISBN 983-9445-15-4
Price: RM260.00 / USD75.00

Goats: Biology, Production and  
Development in Asia 

C. Devendra 
(2007)

ISBN 978-983-9445-18-3
Price: RM180.00 / USD52.00

Antarctica: Global Laboratory for Scientific  
and International Cooperation 

Aileen Tan Shau-Hwai et al. (Editors)
(2005)

ISBN 983-9445-13-8
Price: RM40.00 / USD12.00

Molecular Epidemiology and Population  
Genetics of Tuberculosis

Y.F. Ngeow and S.F. Yap (Editors)
(2006)

ISBN 983-9445-14-6
Price: RM40.00 / USD12.00

Kecemerlangan Sains dalam Tamadun Islam:  
Sains Islam Mendahului Zaman  

Scientific Excellence in Islamic Civilization:  
Islamic Science Ahead of its Time

Fuat Sezgin
(2006)

ISBN 983-9445-14-6
Price: RM40.00 / USD12.00

Proceedings: Seminar on Antarctic Research,  
27–28 June 2005, University of Malaya, 

Kuala Lumpur, Malaysia 

Irene K.P. Tan et al. (Editors) 
(2006)

ISBN 978-983-9445-17-6
Price: RM40.00 / USD12.00

Pengembaraan Merentasi Masa: Satu  
Perjalanan ke Arah Hadiah Nobel 

Ahmed Zewail
(2007)

ISBN 978-9445-20-6
Price: RM40.00 / USD12.00
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Enhancing Animal Protein Supplies in  
Malaysia: Opportunities and Challenges

C. Devendra
(2007)

ISBN 983-9444-62-X

Changing Forest Landscape:  
Impact on Rural Health
(2007)

ISBN 983-9445-15-4

Why Study Science? 

Richard Roberts
(2008)

ISBN 978-983-9445-18-3

Nuclear Power: Looking to the Future

Mohamed ElBaradei
(2008)

ISBN 983-9445-14-6

Dunia Sains
Vol. 5, No. 4, Oktober – Disember 2007

(2008)

A World of Science
Vol. 5, No. 4

October – December 2007
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ASM Science Journal 
Vol. 1, No. 1, June 2007 

ISSN : 1823-6782

Price:  RM100.00 / USD50.00 (Individual)
RM200.00 / USD100.00 (Institution)

Dunia Sains
Vol. 6, No. 1, Januari – Mac 2008

(2008)

A World of Science
Vol. 6, No. 1

January – March 2008

ASM Science Journal 
Vol. 1, No. 2, December 2007 

ISSN : 1823-6782

Price:  RM100.00 / USD50.00 (Individual)
RM200.00 / USD100.00 (Institution)

www. akademisains.gov.my/unesco/ 
dunia_sains/okt_dis_2007.pdf
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Integrated Tree Crops-ruminant Systems
(Proceedings)

C. Devendra, S. Shanmugavelu and  
Wong Hee Kum (Editors) 
(2008)

ISSN : 983-9445-24-3

Price:  RM40.00 / USD12.00

ASM Science Journal 
Vol. 2, No. 1, December 2008 

ISSN : 1823-6782

Price:  RM100.00 / USD50.00 (Individual)
RM200.00 / USD100.00 (Institution)

Eucalyptus Camp Memories: 
An Expedition to the Maliau Basin, Sabah

(2008)

ISSN : 978-983-9445-25-1

Price:  RM220.00 / USD61.00 (Hard cover)
RM160.00 / USD42.00 (Soft cover)

Food Security Malaysia (Proceedings) 
Soh Aik Chin and Yong Hoi Sen (Editors)

(2009)

ISSN : 978-983-9445-28-2

Price:  RM20.00 / USD6.00

Technology Management in Malaysia:
A Tribute to YABhg Tun Dr Mahathir Mohamad
(2008)

Science, Technology and Innovation:
Strategizing for and Investing in the Future 
[Malaysian Science and Technology Convention 
(MASTEC) 2007] 
(2009)

ISSN : 978-983-9445-27-5

Price:  RM51.00 / USD22.00

ASM Study Report:
Integrated Tree Crops-ruminant Systems  

(2008)

ISSN : 983-9445-24-4

Price:  RM30.00 / USD9.00

Forum on:
Seismic and Tsunami Hazards and  

Risks Study in Malaysia
15 July 2008

Publication.indd   96 7/31/2010   9:46:53 PM



ASM Publications

97

The Red Jungle Fowl of  
Peninsular Malaysia

Shaik Mohd Amin Babjee
(2009)

ISBN : 978-983-9445-29-9

Price:  RM35.00 / USD12.00

Journal of Science & Technology in the Tropics

Vol. 4, No. 2, December 2008

ISSN:1823-5034

ASM Inaugural Lecture 2009
High Temperature Superconductors:
Material, Mechanisms and Applications

ISBN : 978-983-9445-30-5

Price:  RM20.00 / USD8.00

Seismic and Tsunami Hazards and  
Risks in Malaysia
(2009)

ISBN 978-983-9445-32-9

Price: RM45.00 / USD15.00

Academy of Science Malaysia

Annual Report 2008

Price:  RM50.00 / USD20.00  

Groundwater Colloquium 2009  
“Groundwater Management in  

Malaysia – Status and Challenges”

ISBN : 978-983-9445-30-5

Price:  RM100.00 / USD75.00

Animal Feedstuffs in Malaysia  
– Issues, Strategies and Opportunities

(2009)

ISBN : 978-983-9445-30-5

Price:  RM35.00 / USD12.00

Strategi Pembangunan dan  
Pengurusan Lestari bagi Tasik dan  

Empangan Air di Malaysia

Jilid 1: Laporan Utama
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Strategies for the Sustainable  
Development and Management of  
Lakes and Reservoirs in Malaysia

Volume 1: Main Report

Strategies for the Sustainable  
Development and Management of  
Lakes and Reservoirs in Malaysia

Volume 3: Part 1 & Part 2

Biodiversity and National Development:  
Achievements, Opportunities and Challenges

ISBN : 978-983-9445-30-5

Price:  RM40.00 / USD15.00

ASM Inaugural Lecture 2008
Landslides: How, Why and the  
Way Forward

ISBN : 978-983-9445-30-5

Price:  RM20.00 / USD8.00

Strategies for the Sustainable  
Development and Management of  

Lakes and Reservoirs in Malaysia

Volume 2: Conceptual Framework,  
Component Plans, and Position Papers

Journal of Science & Technology  
in the Tropics

Vol. 5, No. 1, June 2009

ISSN:1823-5034

Nanotech Malaysia 2007

ISBN : 978-983-9445-30-5

Price:  RM55.00 / USD20.00

ASM Science Journal 
Vol. 2, No. 2, December 2008 

ISSN : 1823-6782

Price:  RM100.00 / USD50.00 (Individual)
RM200.00 / USD100.00 (Institution)
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Proceedings for the 3rd Malaysian International 
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ISBN : 978-983-9445-30-5

Price:  RM40.00 / USD15.00

Journal of Science & Technology
in the Tropics
Vol. 5, No. 2, December 2009

ISBN : 978-983-9445-30-5

Price:  RM40.00 / USD15.00

ASM Eminent Person’s Lecture 2010

Challenges in Biodiversity Conservation in Malaysia

ISBN : 978-983-9445-39-8

Price:  RM20.00 / USD8.00

ASM Inaugural Lecture 2010

Biomass: The ‘Green-gold’?

ISBN : 978-983-9445-38-1

Price:  RM30.00 / USD12.00
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ASM Eminent Person’s Lecture 2010

Academy of Sciences Malaysia
Establishment
The Academy of Sciences Malaysia was established under the Academy of Sciences Act 1994 which came 
into force on 1 February 1995. It was officially inaugurated by the former Prime Minister, YABhg Tun Dr 
Mahathir Mohamad on 8 September 1995.
  
Mission
To pursue, encourage and enhance excellence in the fields of science, engineering and technology, for the 
development of the nation and benefit of mankind.

Management
The Academy is governed by a Council consisting of 16 members. Various Working Committees and Task 
Forces are charged with developing strategies, plans and programmes in line with the Academy’s objectives 
and functions.

Secretariat
The administration of the Academy is carried out by a Secretariat comprising the Executive Director, 29 
officers and 12 supporting staff.

Activities
Within the framework of its given mission, the Academy organizes its activities based on the following thrust 
areas:
   Providing advice to the Government on matters of national importance related to science, 
     engineering and technology 
   Fostering a culture of excellence in science, engineering and technology in Malaysia
   Assisting in upgrading the technological capability and competency of  Malaysian industries
   Promoting public awareness on the importance of science, engineering and technology in everyday life
   Facilitating and co-ordinating international collaboration and co-operation; and
   Enhancing scientific publications. 

Membership
The Academy has 174 Fellows and four Honorary Fellows (YABhg Tun Dr Mahathir Mohamad, YABhg Dato’ 
Seri Abdullah Ahmad Badawi, Nobel Laureate Professor Ahmed H. Zewail and YABhg Tun Ahmad Sarji Abdul 
Hamid). Out of the 174 Fellows, 40 are Foundation Fellows and 134 Elected Fellows. The Fellows of the 
Academy are elected from amongst eminent Malaysian scientists, engineers and technologists in the fields of 
medical and health sciences, engineering and computer sciences, biological, agriculture and environmental 
sciences, mathematical and physical sciences, chemical sciences as well as science and technology 
development and industry.

Fellows of the Academy are entitled to be distinguished by the title ‘Fellow of the Academy of Sciences 
Malaysia’ and to use the designatory letters F.A.Sc. after their names. 

From amongst the Fellows, Senior Fellows are appointed based on recommendation by a Special Panel 
appointed by the Honorable Minister of Science, Technology and Innovation. Appointment as Senior Fellows 
is a recognition given to Fellows who have made outstanding contributions to science, engineering and 
technology, nationally and internationally. The Senior Fellow of the Academy will be addressed as 
‘Academician’. To date, the Academy has 12 Senior Fellows.

Academician Ahmad Mustaffa Babjee, F.A.Sc. 
ASM Senior Fellow  2009
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Academy of Sciences Malaysia 
 
Establishment 
The Academy of Sciences Malaysia was established under the Academy of Sciences Act 1994 which came into force on 
1 February 1995. It was officially inaugurated by the former Prime Minister, YABhg Tun Dr Mahathir Mohamad on  
8 September 1995. 
   
Mission 
To pursue, encourage and enhance excellence in the fields of science, engineering and technology, for the development 
of the nation and benefit of mankind. 
 
Management 
The Academy is governed by a Council consisting of 16 members. Various Working Committees and Task Forces are 
charged with developing strategies, plans and programmes in line with the Academy’s objectives and functions. 
 
Secretariat 
The administration of the Academy is carried out by a Secretariat comprising the Executive Director, 29 officers and 12 
supporting staff. 
 
Activities 
Within the framework of its given mission, the Academy organizes its activities based on the following thrust areas: 
   Providing advice to the Government on matters of national importance related to science,  
     engineering and technology  
   Fostering a culture of excellence in science, engineering and technology in Malaysia 
   Assisting in upgrading the technological capability and competency of  Malaysian industries 
   Promoting public awareness on the importance of science, engineering and technology in everyday life 
   Facilitating and co-ordinating international collaboration and co-operation; and 
   Enhancing scientific publications.  
 
Membership 
The Academy has 175 Fellows and four Honorary Fellows (YABhg Tun Dr Mahathir Mohamad, YABhg Dato’ Seri  
Abdullah Ahmad Badawi, Nobel Laureate Professor Ahmed H. Zewail and YABhg Tun Ahmad Sarji Abdul Hamid). Out of 
the 175 Fellows, 41 are Foundation Fellows and 134 Elected Fellows. The Fellows of the Academy are elected from 
amongst eminent Malaysian scientists, engineers and technologists in the fields of medical and health sciences,  
engineering and computer sciences, biological, agriculture and environmental sciences, mathematical and physical 
sciences, chemical sciences as well as science and technology development and industry. 
 
Fellows of the Academy are entitled to be distinguished by the title ‘Fellow of the Academy of Sciences Malaysia’ and 
to use the designatory letters F.A.Sc. after their names.  
 
From amongst the Fellows, Senior Fellows are appointed based on recommendation by a Special Panel appointed by 
the Honorable Minister of Science, Technology and Innovation. Appointment as Senior Fellows is a recognition given to 
Fellows who have made outstanding contributions to science, engineering and technology, nationally and  
internationally. The Senior Fellow of the Academy will be addressed as ‘Academician’. To date, the Academy has  
13 Senior Fellows. 

ASM Science Journal 
Vol. 3, No. 1, December 2009 

ISSN : 1823-6782

Price:  RM100.00 / USD50.00 (Individual)
RM200.00 / USD100.00 (Institution)

History of Medicine in Malaysia
Volume II 

The Development of Medical and  
Health Services

ISSN : 978-983-42545-1-3

Price:  RM100.00 / USD50.00 (Individual)
RM200.00 / USD100.00 (Institution)
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Single Crystal X-ray Structural Determination: 
A Powerful Technique for Natural Products 

Research and Drug Discovery

ISBN : 978-983-9445-39-8

Price:  RM30.00 / USD12.00

ASM Science Journal 
Vol. 3, No. 2, December 2009 

ISSN : 1823-6782

Price:  RM100.00 / USD50.00 (Individual)
RM200.00 / USD100.00 (Institution)
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 Fun Hoong Kun, F.A.Sc.

ASM Inaugural Lecture 2010

Academy of Sciences Malaysia

Establishment
The Academy of Sciences Malaysia was established under the Academy of Sciences Act 1994 which came 
into force on 1 February 1995. It was officially inaugurated by the former Prime Minister, YABhg Tun Dr 
Mahathir Mohamad on 8 September 1995.

Mission
To pursue, encourage and enhance excellence in the fields of science, engineering and technology, for the 
development of the nation and benefit of mankind.

Management
The Academy is governed by a Council consisting of 16 members. Various Working Committees and Task 
Forces are charged with developing strategies, plans and programmes in line with the Academy’s objectives 
and functions.

Secretariat
The administration of the Academy is carried out by a Secretariat comprising the Executive Director, 29 
officers and 12 supporting staff.

Activities
Within the framework of its given mission, the Academy organizes its activities based on the following thrust 
areas:
•  Providing advice to the Government on matters of national importance related to science, 
     engineering and technology 
•  Fostering a culture of excellence in science, engineering and technology in Malaysia
•  Assisting in upgrading the technological capability and competency of  Malaysian industries
•  Promoting public awareness on the importance of science, engineering and technology in everyday life
•  Facilitating and co-ordinating international collaboration and co-operation; and
•  Enhancing scientific publications. 

Membership
The Academy has 174 Fellows and four Honorary Fellows (YABhg Tun Dr Mahathir Mohamad, YABhg Dato’ 
Seri Abdullah Ahmad Badawi, Nobel Laureate Professor Ahmed H. Zewail and YABhg Tun Ahmad Sarji Abdul 
Hamid). Out of the 174 Fellows, 41 are Foundation Fellows and 134 Elected Fellows. The Fellows of the 
Academy are elected from amongst eminent Malaysian scientists, engineers and technologists in the fields of 
medical and health sciences, engineering and computer sciences, biological, agriculture and environmental 
sciences, mathematical and physical sciences, chemical sciences as well as science and technology 
development and industry.

Fellows of the Academy are entitled to be distinguished by the title ‘Fellow of the Academy of Sciences 
Malaysia’ and to use the designatory letters F.A.Sc. after their names. 

From amongst the Fellows, Senior Fellows are appointed based on recommendation by a Special Panel 
appointed by the Honorable Minister of Science, Technology and Innovation. Appointment as Senior Fellows 
is a recognition given to Fellows who have made outstanding contributions to science, engineering and 
technology, nationally and internationally. The Senior Fellow of the Academy will be addressed as 
‘Academician’. To date, the Academy has 13 Senior Fellows.
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Academy of Science Malaysia

Annual Report 2009

Price:  RM50.00 / USD20.00  

25th Anniversary
A Journey Down Memory Lane:
My Times in FRIM
(2010)

Price:  RM40.00 / USD15.00

Global Warming and Climate Change

Prof Sherwood Rowland
(2010)

ISBN : 978-983-9445-46-6

Price:  RM40.00 / USD12.00

The 59th Lindau Meeting of Nobel  
Prize Winners with Young Scientists
28 June – 3 July 2009

AND

Visits to Centres of Excellence in  
Germany and United Kingdom
4–11 July 2009
(2010)

Sustainable Energy 
in Asia and the Pacific

Emerging Technologies and Research Priorities
(2010) 

ISBN : 978-983-9445-43-5

Price:  RM100.00 / USD50.00 

Education and Collaboration in 
Fundamental Science as Bridges 

between Nations 
Gerardus’t Hooft

(2010)

ISSN : 978-983-9445-44-2

Price:  RM30.00 / USD12.00

Small Farms in Asia
Revitalising Agricultural Production, 
Food Security and Rural Prosperity

ISBN : 978-983-9445-40-4

Price:  RM150.00 / USD50.00

Sustaining Malaysia’s Future
The Mega Science Agenda

(2010)
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ASM Science Journal 
Vol. 4, No. 1, June 2010 

ISSN : 1823-6782

Price:  RM100.00 / USD50.00 (Individual)
RM200.00 / USD100.00 (Institution)

Think Malaysian Act Global
(Autobiography)

Academician Dato’ Ir. Lee Yee Cheong
(2010)

ISBN : 978-983-9445-47-3

In Pursuit of Excellence in Science

Think Malaysian Act Global

Think Malaysian Act Global is a testimony of the character and wisdom of 
Academician Dato’ Ir Lee Yee Cheong, a Foundation and Senior Fellow of the 
Academy of Sciences Malaysia. It portrays the life of this ‘giant of a man’ in the 
Academy who advocates and practices Think Malaysian Act Global.

Lee’s remarkable insight deserves attention. It springs from his compassion, 
his humanity and his own rich life experiences in the pursuit of knowledge; 
professional engineering career; involvement in local and global academies, 
institutions in the sciences, technology, history, religion, economics, 
education, information and communication; as well as accounts of his tough, 
challenging human nature and character. This classic piece of literary prose is 
a truthful reflection of the rich fabric of his remarkable life.

This autobiography chronicles the details about the past; dreams for the future 
on the aspiration of an individual. It narrates vividly the successful science 
career-path of an engineer and his lives’ journey in pursuit of excellence. It 
would make an interesting read particularly for the young who want to learn, 
experience and experiment with life, and  contribute to science, technology 
and innovation for the betterment of society; nationally and globally.   

“This exposé of experiences and opportunities (of Dato’ Lee) will provide a 
window for students and stakeholders of the science industry on the 
importance of science and technology as well as create an excitement to 
pursue a career in science. This is precisely one of the ideals of the Academy 
and is consistent with our aims and objectives.” – Tan Sri Dr Yusof Basiron, 
President, Academy of Sciences Malaysia
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About the Journal
Mission Statement

To serve as the forum for the dissemination of significant research, 
S&T and R&D policy analyses, and research perspectives. 

Scope

The ASM Science Journal publishes advancements in the broad 
fields of medical, engineering, earth, mathematical, physical, 
chemical and agricultural sciences as well as ICT. Scientific 
articles published will be on the basis of originality, importance 
and significant contribution to science, scientific research and the 
public. 

Scientific articles published will be on the basis of originality, 
importance and significant contribution to science, scientific 
research and the public. Scientists who subscribe to the fields 
listed above will be the source of papers to the journal.   All 
articles will be reviewed by at least two experts in that particular 
field. The journal will be published twice in a year.  

The following categories of articles will be considered for 
publication:

Research Articles 
Each issue of the journal will contain no more than 10 research 
articles.  These are papers reporting the results of original 
research in the broad fields of medical, engineering, earth, 
mathematical, physical, chemical and life sciences as well as 
ICT.  The articles should be limited to 6000 words in length, 
with not more than 100 cited references.

Short Communications 
These are articles that report significant new data within 
narrow well-defined limits or important findings that warrant 
publication before broader studies are completed. These 
articles should be limited to 2000 words and not more that 
40 cited references.  Five (5) Short Communications will be 
accepted for publication in each issue of the journal.

Research Perspectives 
These are papers that analyse recent research in a particular 
field, giving views on achievements, research potential, 
strategic direction etc.  A Research Perspective should not 
exceed 2000 words in length with not more than 40 cited 
references. 

Reviews/Commentaries 
Each issue of the journal will also feature Reviews/
Commentaries  presenting overviews on aspects such as 
Scientific Publications and Citation Ranking, Education in 
Science and Technology, Human Resources for Science and 
Technology, R&D in Science and Technology, Innovation 
and International Comparisons or Competitiveness of Science 
and Technology etc.  Reviews/Commentaries will encompass 
analytical views on funding, developments, issues and 
concerns in relation to these fields and not exceed 5000 words 
in length and 40 cited references. 

Science Forum  
Individuals who make the news with breakthrough research or 
those involved in outstanding scientific endeavours or those 

conferred with internationally recognised awards will be fea-
tured in this section.   Policy promulgations, funding, science 
education developments, patents from research, commercial 
products from research, and significant scientific events will 
be disseminated through this section of the journal. The fol-
lowing will be the categories of news: 

 • Newsmakers
 • Significant Science Events
 • Patents from Research
 • Commercial Products from Research
 • Scientific Conferences/Workshops/Symposia
 • Technology Upgrades
 • Book Reviews.

Instructions to Authors
The ASM Science Journal will follow the Harvard author-date 
style of referencing examples of which are given below. 

In the text, reference to a publication is by the author’s name 
and date of publication and page number if a quote is included, 
e.g. (Yusoff 2006, p. 89) or Yusoff (2006, p. 89) ‘conclude.......’ 
as the case may be.  They should be cited in full if less than two 
names (e.g. Siva & Yusoff 2005) and if more than two authors, 
the work should be cited with first author followed by et al. (e.g. 
Siva et al. 1999). 

All works referred to or cited must be listed at the end of the 
text, providing full details and arranged alphabetically.  Where 
more than one work by the same author is cited, they are arranged 
by date, starting with the earliest. Works by the same author pub-
lished in the same year are ordered with the use of letters a, b, c, 
(e.g. Scutt, 2003a; 2003b) after the publication date to distinguish 
them in the citations in the text.

General Rules

Authors’ names: 
 • Use only the initials of the authors’ given names. 
 • No full stops and no spaces are used between initials. 
Titles of works: 
 • Use minimal capitalisation for the titles of books, book 

chapters and journal articles. 
 • In the titles of journals, magazines and newspapers, capital 

letters should be used as they appear normally. 
 • Use italics for the titles of books, journals and 

newspapers. 
 • Enclose titles of book chapters and journal articles in single 

quotation marks. 
Page numbering
 • Books: page numbers are not usually needed in the 

reference list.  If they are, include them as the final item 
of the citation, separated from the preceding one by a  
comma and followed by a full stop.

 • Journal articles: page numbers appear as the final item 
in the citation, separated from the preceding one by a 
comma and followed by a full stop. 

  Use the abbreviations p. for a single page, and pp. for a 
page range, e.g.  pp. 11–12. 
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Whole citation
 • The different details, or elements, of each citation are 

separated by commas. 
 • The whole citation finishes with a full stop. 

Specific Rules

Definite rules for several categories of publications are  
provided below:                        

Journal
Kumar, P & Garde, RJ 1989, ‘Potentials of water hyacinth 
for sewage treatment’, Research Journal of Water Pollution 
Control Federation, vol. 30, no. 10, pp. 291–294. 

Monograph
Hyem, T & Kvale, O (eds) 1977, Physical, chemical and 
biological changes in food caused by thermal processing, 2nd 
edn, Applied Science Publishers, London, UK.

Chapter in a monograph
Biale, JB 1975, ‘Synthetic and degradative processes in fruit 
ripening’, eds NF Hard & DK Salunkhe, in Post-harvest 
biology and handling of fruits and vegetables, AVI, Westport, 
CT, pp. 5–18.   

Conference proceedings
Common, M 2001, ‘The role of economics in natural heritage 
decision  making’, in Heritage economics: challenges for 
heritage conservation and sustainable development in the 
21st century: Proceedings of the International Society for 
Ecological Economics Conference, Canberra, 4th July 2000, 
Australian Heritage Commission, Canberra.

Website reference
Thomas, S 1997, Guide to personal efficiency, Adelaide 
University, viewed 6 January 2004, <http://library.adelaide.
edu.au/~sthomas/papers/perseff.html>.

Report
McColloch, LP, Cook, HT & Wright, WR 1968, Market 
diseases of tomatoes, peppers and egg-plants, Agriculture 
Handbook no. 28, United States Department of Agriculture, 
Washington, DC.

Thesis
Cairns, RB 1965, ‘Infrared spectroscopic studies of solid 
oxygen’, PhD thesis, University of California, Berkeley, CA.

Footnotes, spelling and measurement units
If footnotes are used, they should be numbered in the text, 
indicated by superscript numbers and kept as brief as possible. 
The journal follows the spelling and hyphenation of standard 
British English.  SI units of measurement are to be used at all 
times.

Submission of Articles

General.  Manuscripts should be submitted (electronically) in 
MS Word format. If submitted as hard copy, two copies of the 
manuscript are required, double-spaced throughout on one side 
only of A4 (21.0 × 29.5 cm) paper and conform to the style and  
format of the ASM Science Journal. Intending contributors  
will be given, on request, a copy of the journal specifications  
for submission of papers.

Title. The title should be concise and descriptive and preferably 
not exceed fifteen words. Unless absolutely necessary, scientific 
names and formulae should be excluded in the title.

Address. The author’s name, academic or professional 
affiliation, e-mail address, and full address should be included 
on the first page. All correspondence will be only with the 
corresponding author (should be indicated), including any on 
editorial decisions.

Abstract. The abstract should precede the article and in 
approximately 150–200 words outline briefly the objectives and 
main conclusions of the paper.

Introduction. The introduction should describe briefly the 
area of study and may give an outline of previous studies with 
supporting references and indicate clearly the objectives of the 
paper.

Materials and Methods. The materials used, the procedures 
followed with special reference to experimental design and 
analysis of data should be included.

Results. Data of significant interest should be included.

Figures. If submitted as a hard copy, line drawings (including 
graphs) should be in black on white paper. Alternatively sharp 
photoprints may be provided. The lettering should be clear. 
Halftone illustrations may be included. They should be submitted 
as clear black and white prints on glossy paper. The figures should 
be individually identified lightly in pencil on the back. All legends 
should be brief and typed on a separate sheet.

Tables. These should have short descriptive titles, be self 
explanatory and typed on separate sheets. They should be as concise 
as possible and not larger than a Journal page. Values in tables should 
include as few digits as possible. In most cases, more than two digits 
after the decimal point are unnecessary. Units of measurements 
should be SI units. Unnecessary abbreviations should be avoided. 
Information given in tables should not be repeated in graphs and  
vice versa.

Discussion. The contribution of the work to the overall 
knowledge of the subject could be shown. Relevant conclusions 
should be drawn, and the potential for further work indicated 
where appropriate.

Acknowledgements. Appropriate acknowledgements may be 
included.

Reprints. Twenty copies of reprints will be given free to all  
the authors. Authors who require more reprints may obtain them 
at cost provided the Editorial Committee is informed at the time 
of submission of the manuscript.

Correspondence

All enquiries regarding the ASM Science Journal, submission 
of articles, including subscriptions to it should be addressed to: 

The Editor-in-Chief
ASM Science Journal
Academy of Sciences Malaysia
902-4, Jalan Tun Ismail
50480 Kuala Lumpur, Malaysia.
Tel: 603-2694 9898; Fax: 603-2694 5858
E-mail: sciencejournal@akademisains.gov.my
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